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Preface

In the end of the 19th century, commutative ring theory was originally established by

D. Hilbert throughout the study of invariant algebras. He then proved that every ideal

in the polynomial ring over a field is finitely generated, which is nowadays known as

Hilbert’s Basis Theorem. After the breakthrough of his work, E. Noether played a cen-

tral role of the developments of the theory of commutative algebra. At the middle of

the 20th century, the notion of homological method was innovated into commutative

ring theory by many researchers, say M. Auslander, D. A. Buchsbaum, D. Rees, D. G.

Northcott, J.-P. Serre and others. Among them J.-P. Serre finally produced an inno-

vative result which insists that any localization of a regular local ring is again regular.

Since then, and up to the present day, commutative ring theory has been developed

dramatically by investigating the theory of Cohen-Macaulay rings and modules.

Cohen-Macaulay rings are named after the results of F. S. Macaulay and I. S. Cohen.

In 1916, F. S. Macaulay showed that the polynomial ring over a field satisfies the

unmixedness theorem. Remember that an ideal I of a Noetherian ring R is called

unmixed if I has no embedded associated prime divisors, more precisely, the associated

prime ideals of R/I are exactly the minimal prime ideals of I. We say that a Noetherian

ring R satisfies the unmixedness theorem, if every ideal I of R generated by htR I

elements is unmixed. I. S. Cohen who was one of the students of O. Zariski proved

in his Ph.D. thesis that the unmixedness theorem holds for every regular local ring.

After their achievements, Cohen-Macaulay ring is defined to be a ring satisfies the

unmixedness theorem. It is known that a Noetherian local ring is Cohen-Macaulay if

its Krull dimension equals to the depth.

The origin of Gorenstein rings traces back to the article of D. Gorenstein [16] in 1952,

which dealt with the plane curves. After that, A. Grothendieck introduced in 1957 the

concept of Gorenstein local ring to be a Cohen-Macaulay local ring which is isomorphic
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to its canonical module. Hence Gorenstein rings are a special class of Cohen-Macaulay

rings. Being inspired by this definition, H. Bass discovered in 1963 the deep relation-

ship between the Gorenstein property and the finiteness of self-injective dimension and

proved that the above two conditions are equivalent to each other (see [9]). Thereafter

we confirm that Gorenstein rings are defined to be the rings which possess locally finite

self-injective dimension. Gorenstein rings enjoy a beautiful symmetry. For instance,

the numerical semigroup ring is Gorenstein if and only if the corresponding semigroup

is symmetric. This fact is given by E. Kunz ([52]) in 1970, which was the starting point

of the study of numerical semigroups and semigroup rings. Another example is the

behavior of the h-vector (h0, h1, . . . , hs) of a Cohen-Macaulay homogeneous domain R.

In 1978, R. P. Stanley showed that R is Gorenstein if and only if hi = hs−i for every

i = 0, 1, . . . , ⌊s/2⌋ ([68]).

There are known numerous examples of Cohen-Macaulay rings and among the

progress of the theory of Cohen-Macaulay rings, we often encounter non-Gorenstein

Cohen-Macaulay rings in the field of not only commutative algebra, but also algebraic

geometry, representation theory, invariant theory, and combinatorics. On all such occa-

sions, we have a natural query of why there are so many Cohen-Macaulay rings which

are not Gorenstein. As we mentioned above, Gorenstein rings are defined by locally

finite self-injective dimension. However there is a huge gap between the two conditions

of finiteness and infiniteness of self-injective dimension. Based on this observation, the

aim of this dissertation is to find a new class of Cohen-Macaulay rings, which may not

be Gorenstein, but sufficiently good next to the Gorenstein rings.

One of the candidates for such a class is almost Gorenstein rings, which was orig-

inally studied by V. Barucci and R. Fröberg ([8]) in the case where the local rings

are analytically unramified and of dimension one. After that, S. Goto, N. Matsuoka

and T. T. Phuong ([26]) extended in 2013 the notion of almost Gorenstein property

over one-dimensional Cohen-Macaulay local rings which are not necessarily analytically

unramified. We are now in a position to ask the following question.

Problem A. Find a possible definition of almost Gorenstein rings of higher dimension.

To explain the aim and motivation of Problem A more precisely, let us review on the

definition of almost Gorenstein rings of dimension one in the sense of Goto, Matsuoka,

and Phuong ([26]).
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For the moment, let R be a Cohen-Macaulay local ring with maximal ideal m and

dimR = 1. Let KR stand for the canonical module of R. Then an ideal I of R is called

canonical, if I ̸= R and I ∼= KR as an R-module. Notice that this definition implicitly

assume the existence of the canonical module. By the result [43, Satz 6.21] of J. Herzog

and E. Kunz, R possesses a canonical ideal if and only if the total ring of fractions Q(R̂)

of R̂ is Gorenstein, where we denote by R̂ the m̂-adic completion of R. Hence the ring

R contains a canonical ideal I if it is analytically unramified. Since I is faithful and

dimR = 1, I is an m-primary ideal of R. Therefore there exist integers e0(I) > 0 and

e1(I) such that

ℓR(R/In+1) = e0(I)

(
n+ 1

1

)
− e1(I)

for all integers n ≫ 0. The integers ei(I)’s are called the Hilbert coefficients of R with

respect to I. These integers describe the complexity of given local rings, and there

are a huge number of preceding researches about them, e.g., [18, 19, 26, 28, 29]. In

particular, the integer e0(I) > 0 is called the multiplicity of R with respect to I and has

been explored very intensively.

Let r(R) stand for the Cohen-Macaulay type of R ([43, Definition 1.20]). Then the

almost Gorenstein ring is defined as follows.

Definition B ([26]). We say that R is an almost Gorenstein local ring, if R possesses

a canonical ideal I of R such that e1(I) ≤ r(R).

Remember that if R is Gorenstein, then any parameter ideal Q of R is canonical and

hence e1(Q) < r(R) = 1, which implies that every Gorenstein local ring is an almost

Gorenstien ring.

We now assume that I contains a parameter ideal Q = (a) as a reduction, so that

Ir+1 = QIr for some integer r ≥ 0. This assumption is automatically satisfied, if the

residue class field R/m of R is infinite. We set

K =
I

a
=
{x
a
| x ∈ I

}
⊆ Q(R).

Notice that K is a fractional ideal of R such that

R ⊆ K ⊆ R and K ∼= KR

where R denotes the integral closure of R in Q(R). Then the result [26, Theorem

3.11] says that R is an almost Gorenstein ring if and only if mK ⊆ R, or equivalently
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mI = mQ. The latter condition is the original definition of almost Gorenstein ring in

the sense of [8]. Therefore if R is analytically unramified, that is R̂ is reduced, then

the these two definitions of almost Gorenstein ring coincides, provided the residue class

field R/m of R is infinite.

In Chapter 1 of this thesis we introduce the notion of almost Gorenstein local ring

of arbitrary dimension. In what follows, let (R,m) be a Cohen-Macaulay local ring of

dimension d ≥ 0. Suppose that R possesses the canonical module KR of R. Then my

proposal for the definition of almost Gorenstein local ring is the following.

Definition C (Definition 1.1.1). We say that R is an almost Gorenstein local ring, if

there exists an exact sequence

0 → R → KR → C → 0

of R-modules such that µR(C) = e0m(C). Here µR(C) (resp. e0m(C)) denotes the number

of elements in a minimal system of generators for C (resp. the multiplicity of C with

respect to m).

Notice that every Gorenstein ring is by definition almost Gorenstein, and the converse

holds if the ring R is Artinian. Thus Definition C requires that if R is an almost

Gorenstein local ring, then R might be non-Gorenstein but the ring R can be embedded

into its canonical module KR so that the difference KR/R should have good properties.

We look at an exact sequence

0 → R → KR → C → 0

of R-modules. Here we do not need to assume that R is almost Gorenstein. If C ̸= (0),

then C is a Cohen-Macaulay R-module of dimension d − 1. Suppose that the ring R

possesses the infinite residue class field R/m. Set R = R/[(0) :R C] and let m denote the

maximal ideal of R. Choose elements f1, f2, . . . , fd−1 ∈ m such that (f1, f2, . . . , fd−1)R

forms a minimal reduction of m. Then we have

e0m(C) = e0m(C) = ℓR(C/(f1, f2, . . . , fd−1)C) ≥ ℓR(C/mC) = µR(C).

Therefore e0m(C) ≥ µR(C) and we say that C is an Ulrich R-module if e0m(C) = µR(C),

since C is a maximally generated maximal Cohen-Macaulay R-module in the sense of

B. Ulrich ([10]). Thus C is an Ulrich R-module if and only if mC = (f1, f2, . . . , fd−1)C.
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Therefore if dimR = 1, then the Ulrich property for C is equivalent to saying that C

is a vector space over R/m.

One can construct many examples of almost Gorenstein rings of higher dimen-

sion. The significant examples of almost Gorenstein rings are one-dimensional Cohen-

Macaulay local rings of finite Cohen-Macaulay representation type and two-dimensional

rational singularity. Therefore, by using Auslander’s result, every two-dimensional fi-

nite Cohen-Macaulay representation type is almost Gorenstein. Furthermore, for all the

known examples of finite Cohen-Macaulay representation type are almost Gorenstein.

Thus, it might be true that for any finite Cohen-Macaulay representation type is almost

Gorenstein for arbitrary dimension, which we leave as an open question.

Let me explain how this thesis is organized. In Chapter 1 we shall give basic prop-

erties of almost Gorenstein local rings, including the so-called non-zerodivisor charac-

terization. We obtain a lot of generalization of the results given by Goto, Matsuoka,

and Phuong ([26]); for example, we have a characterization of almost Gorenstein rings

in terms of canonical ideals, which extends the result [26, Theorem 3.11] to higher-

dimensional local rings. The graded version is also posed and explored.

In Chapter 2 and 3 we focus our attention on the almost Gorenstein property for

Rees algebras. The study of Cohen-Macaulay and Gorenstein properties for the Rees

algebras are traced back to the research by S. Goto and Y. Shimoda ([33]) in 1979

and we nowadays have a satisfactorily developed theory about the Cohen-Macaulay

property for the Rees algebras. Among Cohen-Macaulay Rees algebras, Gorenstein

Rees algebras are rather rare. Nevertheless some of Cohen-Macaulay Rees algebras are

still good and might be almost Gorenstein. This expectation naturally inspires the

following question.

Problem D. Find the condition of when the Rees algebra R(I) of a given ideal I is

almost Gorenstein.

In Chapter 2 we shall give the characterization for the Rees algebras of ideals gener-

ated by subsystem of parameters and ideals so-called socles ideals to be almost Goren-

stein rings. In Chapter 3 we shall prove that the Rees algebras of integrally closed

ideals over two-dimensional regular local rings are almost Gorenstein.

The main purpose of Chapter 4 is to clarify the structure of Ulrich ideals of almost

Gorenstein local rings. Ulrich ideals are one of the inventions of S. Goto and their
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basic properties are provided by the two joint papers [30, 31]. The motivation for

this research of Chapter 4 comes from a result of Kei-ichi Watanabe, who showed that

non-Gorenstein almost Gorenstein numerical semigroup rings do not contain Ulrich

monomial ideals except the maximal ideal. His result suggests that there should be

some restriction of the distribution of Ulrich ideals of an almost Gorenstein but non-

Gorenstein local ring, namely let me ask the following question.

Problem E. Determine Ulrich ideals in a given almost Gorenstein ring.

In Chapter 4, the structure of the complexRHomR(R/I,R) is explored for an Ulrich

ideal I in a Cohen-Macaulay local ring R. As a direct consequence we have that inside

of a one-dimensional almost Gorenstein but non-Gorenstein local ring, the only possible

Ulrich ideal is the maximal ideal. We shall also study the problem of when Ulrich ideals

of almost Gorenstein local rings have the same minimal number of generators.

The results in Chapter 1 and 4 are based on the joint works [36, 37] with Shiro Goto

and Ryo Takahashi. The paper [36] (Chapter 1) was published in the Journal of Pure

and Applied Algebra and the paper [37] (Chapter 4) has been accepted for publication

in the Proceeding of the American Mathematical Society. The researches in Chapter 2

and 3 are submitted for possible publication in the papers [34, 35] jointly with Shiro

Goto, Naoyuki Matsuoka, and Ken-ichi Yoshida.

December, 2015 Naoki Taniguchi
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Chapter 1

Almost Gorenstien rings
– towards a theory of higher dimension –

1.1 Introduction

For the last fifty years, commutative algebra has been concentrated mainly in the study

of Cohen-Macaulay rings/modules and has performed huge achievements ([11]). While

tracking the development, the authors often encounter non-Gorenstein Cohen-Macaulay

rings in divers branches of (and related to) commutative algebra. On all such occasions,

they have a query why there are so many Cohen-Macaulay rings which are not Goren-

stein rings. Gorenstein rings are, of course, defined by local finiteness of self-injective

dimension ([9]), enjoying beautiful symmetry. However as a view from the very spot,

there is a substantial estrangement between two conditions of finiteness and infiniteness

of self-injective dimension, and researches for the fifty years also show that Gorenstein

rings turn over some part of their roles to canonical modules ([43]). It seems, never-

theless, still reasonable to ask for a new class of non-Gorenstein Cohen-Macaulay rings

that could be called almost Gorenstein and are good next to Gorenstein rings. This ob-

servation has already motivated the research [26] of one-dimensional case. The second

step should be to detect the notion of almost Gorenstein local/graded ring of higher

dimension and develop the theory.

Almost Gorenstein local rings of dimension one were originally introduced in 1997

by Barucci and Fröberg [8] in the case where the local rings are analytically unramified.

As was mentioned by [6] as for the proof of [8, Proposition 25], their framework was not

sufficiently flexible for the analysis of one-dimensional analytically ramified local rings.

This observation has inspired Goto, Matsuoka, and Phuong [26], where they posed a

1



modified definition of one-dimensional almost Gorenstein local rings, which works well

also in the case where the rings are analytically ramified. The present research aims

to go beyond [26] towards a theory of higher dimensional cases, asking for possible

extensions of results known by [6, 8, 7, 26].

To explain our aim and motivation more precisely, let us start on our definition.

Definition 1.1.1. Let R be a Noetherian local ring with maximal ideal m. Then R is

said to be an almost Gorenstein local ring, if the following conditions are satisfied.

(1) R is a Cohen-Macaulay local ring, which possesses the canonical module KR and

(2) there exists an exact sequence

0 → R → KR → C → 0

of R-modules such that µR(C) = e0m(C).

Here µR(C) (resp. e0m(C)) denotes the number of elements in a minimal system of

generators for C (resp. the multiplicity of C with respect to m).

With this definition every Gorenstein local ring is almost Gorenstein (take C = (0))

and the converse is also true, if dimR = 0. In the exact sequence quoted in Definition

1.1.1 (2), if C ̸= (0), then C is a Cohen-Macaulay R-module with dimR C = dimR− 1

and one has the equality mC = (f2, f3, . . . , fd)C for some elements f2, f3, . . . , fd ∈ m

(d = dimR), provided the residue class field R/m of R is infinite. Hence C is a

maximally generated Cohen-Macaulay R-module in the sense of [10], which is called in

the present chapter an Ulrich R-module. Therefore, roughly speaking, our Definition

1.1.1 requires that if R is an almost Gorenstein local ring, then R might be a non-

Gorenstein local ring but the ring R can be embedded into its canonical module KR so

that the difference KR/R should be tame and well-behaved.

In the case where dimR = 1, if R is an almost Gorenstein local ring, then mC = (0)

and R is an almost Gorenstein local ring exactly in the sense of [26, Definition 3.1]. The

converse is also true, if R/m is infinite. (When the field R/m is too small, the converse

is not true in general; see Remark 1.3.5 and [26, Remark 2.10].) With Definition 1.1.1,

as we will later show, many results of [26] of dimension one are extendable over higher-

dimensional local rings, which supports the appropriateness of our definition.
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Let us now state our results, explaining how this chapter is organized. In Section 1.2

we give a brief survey on Ulrich modules, which we will need throughout this chapter.

In Section 1.3 we explore basic properties of almost Gorenstein local rings, including the

so-called non-zerodivisor characterization. In Section 1.4, we will give a characterization

of almost Gorenstein local rings in terms of the existence of certain exact sequences of

R-modules. Let M be an R-module. For a sequence x = x1, x2, . . . , xn of elements in

R, the Koszul complex of M associated to x is denoted by K•(x,M). For each z ∈ M ,

we define a complex

U(z,M) = (· · ·→ 0
2

→ R
1

ϕ−→ M
0

→ 0
−1

→ · · · ),

where the map ϕ is given by a $→ az. Let us say that an R-complex C = (· · ·→ C2 →
C1 → C0 → 0) is called an acyclic complex over M , if H0(C) ∼= M and Hi(C) = (0) for

all i > 0. With this notation the main result of Section 1.4 is stated as follows.

Theorem 1.1.2. Let (R,m) be a Cohen-Macaulay local ring with dimR = d ≥ 1 and

the Cohen-Macaulay type r. Suppose that R admits the canonical module KR and that

the residue class field R/m of R is infinite. Then the following conditions are equivalent.

(1) R is an almost Gorenstein local ring.

(2) There exist an R-sequence x = x1, x2, . . . , xd−1 and an element y ∈ KR such that

K•(x, R)⊗R U(y,KR) is an acyclic complex over kr−1.

(3) There exist an R-sequence x (not necessarily of length d − 1 ) and an element

y ∈ KR such that K•(x, R) ⊗R U(y,KR) is an acyclic complex over an R-module

annihilated by m.

In Section 1.5 we give the following characterization of almost Gorenstein local rings

in terms of canonical ideals. When dimR = 1, this result corresponds to [26, Theorem

3.11].

Theorem 1.1.3. Let (R,m) be a Cohen-Macaulay local ring with d = dimR ≥ 1 and

infinite residue class field. Let I ( ̸= R) be an ideal of R and assume that I ∼= KR as an

R-module. Then the following conditions are equivalent.

(1) R is an almost Gorenstein local ring.

3



(2) R contains a parameter ideal Q = (f1, f2, . . . , fd) such that f1 ∈ I and m(I +Q) =

mQ.

With the same notation as Theorem 1.1.3, if R is not a Gorenstein ring, we then

have e1(I +Q) = r(R) (here e1(I +Q) (resp. r(R)) denotes the first Hilbert coefficient

of the ideal I + Q of R (resp. the Cohen-Macaulay type of R)). A structure theorem

of the Sally module SQ(I + Q) of I + Q with respect to the reduction Q shall be

described. These results reasonably extend the corresponding ones in [26, Theorem

3.16] to higher-dimensional local rings.

In Section 1.6 we study the question of when the idealization A = R ! X of a

given R-module X is an almost Gorenstein local ring. Our goal is the following, which

extends [26, Theorem 6.5] to higher-dimensional cases.

Theorem 1.1.4. Let (R,m) be a Cohen-Macaulay local ring of dimension d ≥ 1, which

possesses the canonical module KR. Suppose that R/m is infinite. Let p ∈ SpecR such

that R/p is a regular local ring of dimension d − 1. Then the following conditions are

equivalent.

(1) A = R! p is an almost Gorenstein local ring.

(2) R is an almost Gorenstein local ring.

In Section 1.7 we explore a special class of almost Gorenstein local rings, which

we call semi-Gorenstein. A structure theorem of minimal free resolutions of semi-

Gorenstein local rings shall be given. The semi-Gorenstein property is preserved under

localization while the almost Gorenstein property is not, which we will show later; see

Section 1.9.

In Section 1.8 we search for possible definitions of almost Gorenstein graded rings.

Let R =
⊕

n≥0 Rn be a Cohen-Macaulay graded ring with k = R0 a local ring. Assume

that R possesses the graded canonical module KR. This condition is equivalent to saying

that k is a homomorphic image of a Gorenstein local ring ([40, 41]). Let M denote the

unique graded maximal ideal of R and let a = a(R) be the a-invariant of R. Hence

a = max{n ∈ Z | [Hd
M(R)]n ̸= (0)} ([40, Definition (3.1.4)]), where {[Hd

M(R)]n}n∈Z
denotes the homogeneous components of the d-th graded local cohomology module

Hd
M(R) of R with respect to M. With this notation our definition of almost Gorenstein

graded ring is stated as follows, which we discuss in Section 1.8.
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Definition 1.1.5. We say that R is an almost Gorenstein graded ring, if there exists

an exact sequence

0 → R → KR(−a) → C → 0

of graded R-modules with µR(C) = e0M(C). Here KR(−a) denotes the graded R-module

whose underlying R-module is the same as that of KR and whose grading is given by

[KR(−a)]n = [KR]n−a for all n ∈ Z.

In Section 1.9 we study almost Gorensteinness in the graded rings associated to

filtrations of ideals. We shall prove that the almost Gorenstein property of base local

rings is inherited from that of the associated graded rings with a certain condition on

the Cohen-Macaulay type. In general, local rings of an almost Gorenstein local ring

are not necessarily almost Gorenstein, which we will show in this section; see Remark

1.9.3.

In Section 1.10 we explore Cohen-Macaulay homogeneous rings R = k[R1] over an

infinite field k = R0. We shall prove the following, which one can directly apply, for

instance, to the Stanley-Reisner rings R = k[∆] of simplicial complexes ∆ over k.

Theorem 1.1.6. Let R = k[R1] be a Cohen-Macaulay homogeneous ring over an infi-

nite field k and assume that R is not a Gorenstein ring. Let d = dimR ≥ 1 and set

a = a(R). Then the following conditions are equivalent.

(1) R is an almost Gorenstein graded level ring.

(2) The total ring Q(R) of fractions of R is a Gorenstein ring and a = 1− d.

In Section 1.11 we study the relation between the almost Gorensteinness of Cohen-

Macaulay local rings (R,m) and their tangent cones grm(R) =
⊕

n≥0m
n/mn+1. We

shall prove, provided R/m is infinite and v(R) = e0m(R)+dimR− 1 (here v(R) denotes

the embedding dimension of R), that R is an almost Gorenstein local ring if and only if

Q(grm(R)) is a Gorenstein ring, which will eventually show that every two-dimensional

rational singularity is an almost Gorenstein local ring (Corollary 1.11.5).

In the final section we shall prove that every one-dimensional Cohen-Macaulay com-

plete local ring of finite Cohen-Macaulay representation type is an almost Gorenstein

local ring, if it possesses a coefficient field of characteristic 0.

As is confirmed in Sections 1.8, 1.9, 1.10, our definition of almost Gorenstein graded

rings works well to analyze divers graded rings. We, however, note here the following.
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By definition, the ring RM is an almost Gorenstein local ring, if R is an almost Goren-

stein graded ring with unique graded maximal ideal M, but as Example ?? shows,

the converse is not true in general. In fact, for the example, one has a(R) = −2 and

there is no exact sequence 0 → R → KR(2) → C → 0 of graded R-modules such that

µR(C) = e0M(C), while there exists an exact sequence 0 → R → KR(3) → D → 0 such

that µR(D) = e0M(D). The example seems to suggest the existence of alternative and

more flexible definitions of almost Gorensteinness for graded rings. We would like to

leave the quest to forthcoming researches.

In what follows, unless otherwise specified, let R denote a Noetherian local ring with

maximal ideal m. For each finitely generated R-module M , let µR(M) (resp. ℓR(M))

denote the number of elements in a minimal system of generators ofM (resp. the length

of M). We denote by e0m(M) the multiplicity of M with respect to m.

1.2 Survey on Ulrich modules

Let R be a Noetherian local ring with maximal ideal m. The purpose of this section is

to summarize some preliminaries on Ulrich modules, which we will use throughout this

chapter. We begin with the following.

Definition 1.2.1. Let M ( ̸= (0)) be a finitely generated R-module. Then M is said

to be an Ulrich R-module, if M is a Cohen-Macaulay R-module and µR(M) = e0m(M).

Proposition 1.2.2. Let M be a finitely generated R-module of dimension s ≥ 0. Then

the following assertions hold true.

(1) Suppose s = 0. Then M is an Ulrich R-module if and only if mM = (0), that is M

is a vector space over the field R/m.

(2) Suppose that M is a Cohen-Macaulay R-module. If mM = (f1, f2, . . . , fs)M for

some f1, f2, . . . , fs ∈ m, then M is an Ulrich R-module. The converse is also true,

if R/m is infinite. (We actually have mM = (f1, f2, . . . , fs)M for any elements

f1, f2, . . . , fs ∈ m whose images in R/[(0) :R M ] generate a minimal reduction of

the maximal ideal of R/[(0) :R M ].) When this is the case, the elements f1, f2, . . . , fs

form a part of a minimal system of generators for m.
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(3) Let ϕ : R → S be a flat local homomorphism of Noetherian local rings such that

S/mS is a regular local ring. Then M is an Ulrich R-module if and only if S⊗RM

is an Ulrich S-module.

(4) Let M be an Ulrich R-module with s = dimR M ≥ 1. Let f ∈ m and assume that

f is superficial for M with respect to m. Then M/fM is an Ulrich R-module of

dimension s− 1.

(5) Let f ∈ m and assume that f is M-regular. If M/fM is an Ulrich R-module, then

M is an Ulrich R-module and f ̸∈ m2.

Proof. (1) This follows from the facts that µR(M) = ℓR(M/mM) and e0m(M) = ℓR(M).

(2) Suppose that mM = (f1, f2, . . . , fs)M for some f1, f2, . . . , fs ∈ m. Then

f1, f2, . . . , fs is a system of parameters of M and mn+1M = (f1, f2, . . . , fs)n+1M for

all n ≥ 0. Hence ℓR(M/mn+1M) = ℓR(M/(f1, f2, . . . , fs)M)·
(
n+s
s

)
and therefore

e0m(M) = ℓR(M/(f1, f2, . . . , fs)M) = ℓR(M/mM), so that M is an Ulrich R-module.

Let R = R/[(0) :R M ] and let fi denote the image of fi in R. We then have

mM = (f1, f2, . . . , fs)M , where m = mR. Hence (f1, f2, . . . , fs) is a minimal reduc-

tion of m, because M is a faithful R-module, so that f1, f2, . . . , fs form a part of a

minimal system of generators for the maximal ideal m.

Conversely, suppose that R/m is infinite and that M is an Ulrich R-module. Let

us choose elements f1, f2, . . . , fs ∈ m so that (f1, f2, . . . , fs) is a minimal reduction

of m. Then e0m(M) = e0m(M) = e0
(f1,f2,...,fs)

(M) = ℓR(M/(f1, f2, . . . , fs)M). Hence

mM = (f1, f2, . . . , fs)M as ℓR(M/mM) = e0m(M).

(3) Choose a regular system g1, g2, . . . , gn ∈ n of parameters for the regular local

ring S/mS (here n = dimS/mS) and set S = S/(g1, g2, . . . , gn)S. Then the composite

map ψ : R → S → S is flat ([43, Lemma 1.23]) and

(S ⊗R M)/(g1, g2, . . . , gn)(S ⊗R M) ∼= S ⊗R M,

so that passing to the homomorphism ψ, we may assume mS = n. We then have

µS(S ⊗R M) = µR(M), e0n(S ⊗R M) = e0m(M).

Hence M is an Ulrich R-module if and only if S ⊗R M is an Ulrich S-module.

(4) Since f is superficial for M with respect to m and s > 0, f is M -regular

and e0m(M/fM) = e0m(M). Therefore M/fM is a Cohen-Macaulay R-module, and
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consequently M/fM is an Ulrich R-module, because µR(M/fM) = µR(M) = e0m(M) =

e0m(M/fM).

(5) We put R(X) = R[X]mR[X] and S(X) = S[X]nS[X], where X is an indeter-

minate. Then, since mR[X] = nS[X] ∩ R[X], we get a flat local homomorphism

ψ : R(X) → S(X), extending ϕ : R → S. Because µR(X)(R(X) ⊗R M) = µR(M) and

e0mR(X)(R(X) ⊗R M) = e0m(M), R(X) ⊗R M is an Ulrich R(X)-module. For the same

reason, S(X)⊗S (S⊗RM) is an Ulrich S(X)-module if and only if S⊗RM is an Ulrich S-

module. Therefore, since S(X)/mS(X) = (S/mS)(X) is a regular local ring, passing to

the homomorphism ψ : R(X) → S(X), without loss of generality we may assume that

the residue class field R/m of R is infinite. We now choose elements f2, f3, . . . , fs ∈ m

so that m·(M/fM) = (f2, f3, . . . , fs)·(M/fM). Then mM = (f1, f2, . . . , fs)M with

f1 = f . Therefore by assertion (2), M is an Ulrich R-module and f ̸∈ m2.

1.3 Almost Gorenstein local rings

Let R be a Cohen-Macaulay local ring with maximal ideal m and d = dimR ≥ 0,

possessing the canonical module KR. Hence R is a homomorphic image of a Gorenstein

ring ([58]). The purpose of this section is to define almost Gorenstein local rings and

explore their basic properties.

We begin with the following.

Lemma 1.3.1. Let R
ϕ−→ KR → C → 0 be an exact sequence of R-modules. Then the

following assertions hold true.

(1) If dimR C < d, then ϕ is injective and the total ring Q(R) of fractions of R is a

Gorenstein ring.

(2) Suppose that ϕ is injective. If C ̸= (0), then C is a Cohen-Macaulay R-module of

dimension d− 1.

(3) If ϕ is injective and d = 0, then ϕ is an isomorphism.

Proof. (1) Let L = Kerϕ and assume that L ̸= (0). Choose p ∈ AssR L and we

have the exact sequence 0 → Lp → Rp
ϕp−→ (KR)p → Cp → 0 of Rp-modules. Since

p ∈ AssR and dimR C < d, we get Cp = (0), whence ϕp is an epimorphism. Therefore,

because (KR)p ∼= KRp ([43, Korollar 6.2]) and ℓRp(KRp) = ℓRp(Rp), ϕp is necessarily an
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isomorphism and hence Lp = (0), which is impossible. Thus L = (0) and ϕ is injective.

The second assertion is clear, because Rp
∼= (KR)p ∼= KRp for every p ∈ AssR.

(2) Let p ∈ SuppR C with dimR/p = dimR C. If dimR C = d, then p ∈ AssR and

hence ℓRp(Rp) = ℓRp(KRp) = ℓRp((KR)p), so that Cp = (0), because the homomorphism

ϕp : Rp → (KR)p is injective, which is impossible. Hence dimR C < d, while we get

depthR C ≥ d − 1, applying the depth lemma to the exact sequence 0 → R → KR →
C → 0. Thus C is a Cohen-Macaulay R-module of dimension d− 1.

(3) This is clear.

Remark 1.3.2. Suppose that d > 0 and that Q(R) is a Gorenstein ring. Then R

contains an ideal I ( ̸= R) such that I ∼= KR as an R-module. When this is the case,

R/I is a Gorenstein local ring of dimension d− 1 ([43, Satz 6.21]).

We are now ready to define almost Gorenstein local rings.

Definition 1.3.3. Let (R,m) be a Cohen-Macaulay local ring which possesses the

canonical module KR. Then R is said to be an almost Gorenstein local ring, if there is

an exact sequence 0 → R → KR → C → 0 of R-modules such that µR(C) = e0m(C).

In Definition 1.3.3, if C ̸= (0), then C is an Ulrich R-module of dimension d − 1

(Definition 1.2.1 and Lemma 1.3.1 (2)). Note that every Gorenstein local ring R is

almost Gorenstein (take C = (0)) and that R is a Gorenstein local ring, if R is an

almost Gorenstein local ring of dimension 0 (Lemma 1.3.1 (3)).

Almost Gorenstein local rings were defined in 1997 by Barucci and Fröberg [8] in the

case where R is analytically unramified and dimR = 1. Goto, Matsuoka and Phuong

[26] extended the notion to the case where R is not necessarily analytically unramified

but still of dimension one. Our definition 1.3.3 is a higher-dimensional proposal. In

fact we have the following.

Proposition 1.3.4. Let (R,m) be a one-dimensional Cohen-Macaulay local ring. If R

is an almost Gorenstein local ring in the sense of Definition 1.3.3, then R is an almost

Gorenstein local ring in the sense of [26, Definition 3.1]. The converse also holds, when

R/m is infinite.

Proof. Firstly, assume that R is an almost Gorenstein local ring in the sense of Def-

inition 1.3.3 and choose an exact sequence 0 → R
ϕ−→ I → C → 0 of R-modules so
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that µR(C) = e0m(C), where I ( ̸= R) is an ideal of R such that I ∼= KR as an R-module

(Lemma 1.3.1 (1) and Remark 1.3.2). Then, because mC = (0) by Proposition 1.2.2

(1), we get mI ⊆ (f), where f = ϕ(1). We set Q = (f). Then, since mQ ⊆ mI ⊆ Q, we

have either mQ = mI or mI = Q. If mI = mQ, then Q is a reduction of I, so that R

is an almost Gorenstein local ring in the sense of [26, Definition 3.1] (see [26, Theorem

3.11] also). If mI = Q, then the maximal ideal m of R is invertible, so that R is a

discrete valuation ring. Hence in any case, R is an almost Gorenstein local ring in the

sense of [26].

Conversely, assume that R is an almost Gorenstein local ring in the sense of [26] and

that R/m is infinite. Let us choose an R-submodule K of Q(R) such that R ⊆ K ⊆ R

and K ∼= KR as an R-module, where R denotes the integral closure of R in Q(R). Then

by [26, Theorem 3.11], we get mK ⊆ R, and therefore R is an almost Gorenstein local

ring in the sense of Definition 1.3.3 (use Proposition 1.2.2 (1)).

Remark 1.3.5. When the field R/m is finite, R is not necessarily an almost Gorenstein

local ring in the sense of Definition 1.3.3, even though R is an almost Gorenstein local

ring in the sense of [26]. The ring

R = k[[X, Y, Z]]/[(X, Y ) ∩ (Y, Z) ∩ (Z,X)]

is a typical example, where k[[X, Y, Z]] is the formal power series ring over k = Z/(2)
([26, Remark 2.10]). This example also shows that R is not necessarily an almost

Gorenstein local ring in the sense of Definition 1.3.3, even if it becomes an almost

Gorenstein local ring in the sense of Definition 1.3.3, after enlarging the residue class

field R/m of R.

We note the following.

Proposition 1.3.6. Suppose that R is not a Gorenstein ring and consider the following

two conditions.

(1) R is an almost Gorenstein local ring.

(2) There exist an exact sequence 0 → R → KR → C → 0 of R-modules, a non-

zerodivisor f ∈ (0) :R C, and a parameter ideal q (! R) for R/(f) such that

mC = qC.
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Then the implication (2) ⇒ (1) holds. If R/m is infinite, the reverse implication (1) ⇒
(2) is also true.

Proof. (2) ⇒ (1) We have C ̸= (0), so that by Lemma 1.3.1 (2) C is a Cohen-Macaulay

R-module of dimension d − 1. Hence Proposition 1.2.2 (2) shows C is an Ulrich R-

module, because mC = qC.

(1) ⇒ (2) We take an exact sequence 0 → R → KR → C → 0 of R-modules such

that C is an Ulrich R-module of dimension d − 1. Hence [(0) :R C] contains a non-

zerodivisor f of R. We choose elements {fi}2≤i≤d of m so that their images in R/(f)

generate a minimal reduction of the maximal ideal of R/(f). We then have mC = qC

by Proposition 1.2.2 (2), because the images of {fi}2≤i≤d in R/[(0) :R C] also generate

a minimal reduction of the maximal ideal of R/[(0) :R C].

Let us now explore basic properties of almost Gorenstein local rings. We begin with

the non-zerodivisor characterization.

Theorem 1.3.7. Let f ∈ m and assume that f is R-regular.

(1) If R/(f) is an almost Gorenstein local ring, then R is an almost Gorenstein local

ring. If R is moreover not a Gorenstein ring, then f ̸∈ m2.

(2) Conversely, suppose that R is an almost Gorenstein local ring which is not a Goren-

stein ring. Consider the exact sequence

0 → R → KR → C → 0

of R-modules such that µR(C) = e0m(C). If f is superficial for C with respect to m

and d ≥ 2, then R/(f) is an almost Gorenstein local ring.

Proof. We set R = R/(f). Remember that KR/fKR = KR ([43, Korollar 6.3]), because

f is R-regular.

(1) We choose an exact sequence 0 → R
ψ−→ KR → D → 0 of R-modules so that

D is an Ulrich R-module of dimension d− 2. Let ξ ∈ KR such that ψ(1) = ξ, where ξ

denotes the image of ξ in KR = KR/fKR. We now consider the exact sequence

R
ϕ−→ KR → C → 0
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of R-modules with ϕ(1) = ξ. Then, because ψ = R ⊗R ϕ, we get D = C/fC, whence

dimR C < d, because dimR D = d−2. Consequently, by Lemma 1.3.1 (1) the homomor-

phism ϕ is injective, and hence by Lemma 1.3.1 (2), C is a Cohen-Macaulay R-module

of dimension d− 1. Therefore, f is C-regular, so that by Proposition 1.2.2 (5), C is an

Ulrich R-module and f ̸∈ m2. Hence R is almost Gorenstein.

(2) The element f is C-regular, because f is superficial for C with respect to m and

dimR C = d − 1 > 0. Therefore the exact sequence 0 → R → KR → C → 0 gives rise

to the exact sequence of R-modules

0 → R → KR → C/fC → 0,

where C/fC is an Ulrich R-module by Proposition 1.2.2 (4). Hence R is almost Goren-

stein.

The following is a direct consequence of Theorem 1.3.7 (1).

Corollary 1.3.8. Suppose that d > 0. If R/(f) is an almost Gorenstein local ring for

every non-zerodivisor f ∈ m, then R is a Gorenstein local ring.

We are now interested in the question of how the almost Gorenstein property is

inherited under flat local homomorphisms. Let us begin with the following. Notice

that the converse of the first assertion of Theorem 1.3.9 is not true in general, unless

R/m is infinite (Remark 1.3.5).

Theorem 1.3.9. Let (S, n) be a Noetherian local ring and let ϕ : R → S be a flat local

homomorphism such that S/mS is a regular local ring. Then S is an almost Gorenstein

local ring, if R is an almost Gorenstein local ring. The converse also holds, when R/m

is infinite.

Proof. Suppose that R is an almost Gorenstein local ring and consider an exact sequence

0 → R → KR → C → 0 of R-modules such that µR(C) = e0m(C). If C = (0), then R is

a Gorenstein local ring, so that S is a Gorenstein local ring. Suppose C ̸= (0). Then

S ⊗R C is an Ulrich S-module by Proposition 1.2.2 (2), since C is an Ulrich R-module.

Besides, KS
∼= S ⊗R KR as an S-module ([43, Satz 6.14]), since S/mS is a Gorenstein

local ring. Thus S is almost Gorenstein, thanks to the exact sequence of S-modules

0 → S → KS → S ⊗R C → 0.

12



Suppose now that R/m is infinite and S is an almost Gorenstein local ring. Let

n = dimS/mS. We have to show that R is an almost Gorenstein local ring. Assume

the contrary and choose a counterexample S so that dimS = n + d is as small as

possible. Then S is not a Gorenstein ring, so that dimS = n+ d > 0. Choose an exact

sequence

0 → S → KS → D → 0

of S-modules with µS(D) = e0n(D). Suppose n > 0. If d > 0, then we take an element

g ∈ n so that g is superficial for D with respect to n and g is a part of a regular

system of parameters of S/mS, where g denotes the image of g in S/mS. Then g is

S-regular and the composite homomorphism R
ϕ→ S → S/gS is flat. Therefore the

minimality of n + d forces R to be an almost Gorenstein local ring, because S/gS is

an almost Gorenstein local ring by Theorem 1.3.7 (2). Thus d = 0 and p = mS is a

minimal prime ideal of S. Hence the induced flat local homomorphism R
ϕ→ S → Sp

shows that R is a Gorenstein ring, because Sp is a Gorenstein ring (Lemma 1.3.1 (1)).

Consequently n = 0 and n = mS.

Suppose now that d ≥ 2. Then because n = mS, we may choose an element

f ∈ m so that f is R-regular and ϕ(f) is superficial for D with respect to n. Then by

Theorem 1.3.7 (2) S/fS is an almost Gorenstein local ring, while the homomorphism

R/fR→S/fS is flat. Consequently, R/fR is an almost Gorenstein local ring, so that

by Theorem 1.3.7 (1) R is an almost Gorenstein local ring.

Thus d = 1 and n = mS, so that R is an almost Gorenstein local ring by [26,

Proposition 3.3], which is the required contradiction.

Let r(R) = ℓR(Ext
d
R(R/m, R)) denote the Cohen-Macaulay type of R.

Corollary 1.3.10. Let R be an almost Gorenstein local ring and choose an exact se-

quence 0 → R
ϕ−→ KR → C → 0 of R-modules so that µR(C) = e0m(C). If ϕ(1) ∈ mKR,

then R is a regular local ring. Therefore, µR(C) = r(R)− 1, if R is not a regular local

ring.

Proof. Enlarging the residue class field of R, by Theorem 1.3.9 we may assume that

R/m is infinite. Suppose ϕ(1) ∈ mKR. Then C ̸= (0) and therefore d > 0 (Lemma 1.3.1

(3)). Assume d = 1. Then by Lemma 1.3.1 (1) Q(R) is a Gorenstein ring. Therefore

by Remark 1.3.2 we get an exact sequence 0 → R
ψ−→ I → C → 0 of R-modules with
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ψ(1) ∈ mI, where I (! R) is an ideal of R such that I ∼= KR as an R-module. Let

a = ψ(1). Then mI = (a), because mC = (0) and a ∈ mI. Hence R is a discrete

valuation ring, because the maximal ideal m of R is invertible.

Let d > 1 and assume that our assertion holds true for d− 1. Let f ∈ m be a non-

zerodivisor of R such that f is superficial for C with respect to m. We set R = R/(f)

and C = C/fC. Then by Theorem 1.3.7 (2) (and its proof) R is an almost Gorenstein

local ring with the exact sequence 0 → R
ϕ−→ KR → C → 0 of R-modules, where

ϕ = R ⊗R ϕ and KR = KR/fKR. Therefore, because ϕ(1) ∈ mKR, the hypothesis of

induction on d shows R is regular and hence so is R.

The second assertion follows from the fact that µR(C) = µR(KR) − 1 = r(R) − 1

([43, Korollar 6.11]), because ϕ(1) ̸∈ mKR.

The following is an direct consequence of Theorem 1.3.9. See [43, Satz 6.14] for the

equality r(S) = r(R).

Corollary 1.3.11. Suppose that R is an almost Gorenstein local ring. Then for every

n ≥ 1 the formal power series ring S = R[[X1, X2, . . . , Xn]] is also an almost Gorenstein

local ring with r(S) = r(R).

Proposition 1.3.12. Let (S, n) be a Noetherian local ring and let ϕ : R → S be a flat

local homomorphism such that S/mS is a Gorenstein ring. Assume the following three

conditions are satisfied.

(1) The field R/m is infinite.

(2) R and S are almost Gorenstein local rings.

(3) S is not a Gorenstein ring.

If dimR = 1, then S/mS is a regular local ring.

Proof. When dimS/mS > 0, we pass to the flat local homomorphism R → S/gS,

choosing g ∈ n so that g is S/mS-regular and S/gS is an almost Gorenstein local

ring. Therefore we may assume that dimS/mS = 0. Choose an ideal I ! R of R so

that I ∼= KR as an R-module. Therefore IS ∼= KS as an S-module, since S/mS is a

Gorenstein local ring. Let e1(I) (resp. e1(IS)) be the first Hilbert coefficient of R (resp.
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S) with respect to I (resp. IS). Then by [26, Theorem 3.16] and [43, Satz 6.14] we

have

e1(I) = r(R) = r(S) = e1(IS) = ℓS(S/mS)·e1(I),

because R and S are almost Gorenstein local rings and both of them are not Gorenstein

rings. Thus ℓS(S/mS) = 1, so that S/mS is a field.

Unless dimR = 1, Proposition 1.3.12 does not hold true in general, as we show in

the following.

Example 1.3.13. Let T be an almost Gorenstein local ring with maximal ideal m0,

dimT = 1, and r(T ) = 2. Let R = T [[X]] be the formal power series ring and let R[Y ]

be the polynomial ring. We set S = R[Y ]/(Y 2−X). Then the following assertions hold

true.

(1) R and S are two-dimensional almost Gorenstein local rings with r(R) = r(S) = 2.

(2) S is a finitely generated free R-module of rank two but S/mS is not a field, where

m = m0R +XR denotes the maximal ideal of R.

Proof. We set k = T/m0. Notice that S is a local ring with maximal ideal mS + yS,

where y denotes the image of Y in S. The R-module S is free of rank two and S/mS =

(R/m)[Y ]/(Y 2) = k[Y ]/(Y 2). The T -algebra S is flat with

S/m0S = (k[[X]])[Y ]/(Y 2 −X),

which is a discrete valuation ring. By Corollary 1.3.11 R is an almost Gorenstein local

ring with r(R) = 2. We now consider the exact sequence

(♯) 0 → T → KT → T/m0 → 0

of T -modules. Then since KS
∼= S ⊗T KT , tensoring exact sequence (♯) by S, we get

the exact sequence

0 → S → KS → S/m0S → 0

of S-modules. Therefore S is an almost Gorenstein local ring by definition, since S/m0S

is a discrete valuation ring, while r(S) = 2 by [43, Satz 6.14], since S/mS is a Gorenstein

ring.
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Let us note a few basic examples of almost Gorenstein local rings.

Example 1.3.14. Let U = k[[X1, X2, . . . , Xn, Y1, Y2, , . . . , Yn]] (n ≥ 2) be the formal

power series ring over a field k and put R = U/I2(M), where I2(M) denotes the ideal

of U generated by 2 × 2 minors of the matrix M =
(
X1 X2 ··· Xn
Y1 Y2 ··· Yn

)
. Then R is almost

Gorenstein with dimR = n+ 1 and r(R) = n− 1.

Proof. It is well-known thatR is a Cohen-Macaulay normal local ring with dimR = n+1

and r(R) = n− 1 ([12]). The sequence {Xi − Yi−1}1≤i≤n (here Y0 = Yn for convention)

forms a regular sequence in R and

R/(Xi − Yi−1 | 1 ≤ i ≤ n)R ∼= k[[X1, X2, . . . , Xn]]/I2(N),

where N =
(
X1 X2 ··· Xn−1 Xn

X2 X3 ··· Xn X1

)
. Let S = k[[X1, X2, . . . , Xn]]/I2(N). Then S is a Cohen-

Macaulay local ring of dimension one, such that n2 = x1n and KS
∼= (x1, x2, . . . , xn−1),

where n is the maximal ideal of S and xi is the image of Xi in S. Hence S is an

almost Gorenstein local ring, because n(x1, x2, . . . , xn−1) ⊆ (x1). Thus R is an almost

Gorenstein local ring by Theorem 1.3.7 (1).

Example 1.3.15. Let S = k[[X, Y, Z]] be a formal power series ring over a field k and

let M =
(
f11 f12 f13
f21 f22 f23

)
be a matrix such that fij ∈ kX + kY + kZ for each 1 ≤ i ≤ 2 and

1 ≤ j ≤ 3. Assume that htSI2(M) = 2 and set R = S/I2(M). Then R is an almost

Gorenstein local ring if and only if R ̸∼= S/(Y, Z)2.

Proof. Since Q(S/(Y, Z)2) is not a Gorenstein ring, the only if part follows from Lemma

1.3.1 (1). Suppose that R ̸∼= S/(Y, Z)2. Then, thanks to [32, Classification Table 6.5],

without loss of generality we may assume that our matrixM has the formM = ( g1 g2 g3
X Y Z ),

where gi ∈ kX+kY +kZ for every 1 ≤ i ≤ 3. Let d1 = Y g3−Zg2, d2 = Zg1−Xg3, and

d3 = Xg2 − Y g1. Then the S-module R = S/(d1, d2, d3) has a minimal free resolution

0 → S2
tM−→ S3 [d1d2d3]−−−−→ S → R → 0

and, taking the S-dual, we get the presentation S3 M−→ S2 ε−→ KR → 0 of the canonical

module KR = Ext2R(R, S). Hence KR/Rξ ∼= S2/L ∼= S/(X, Y, Z), where ξ = ε(
(
0
1

)
), and

L denotes the S-submodule of S2 generated by
(
X
g1

)
,
(
Y
g2

)
,
(
Z
g3

)
, and

(
0
1

)
. We therefore

have an exact sequence R → KR → R/m → 0 of R-modules, where m is the maximal

ideal of R. Hence R is almost Gorenstein by Lemma 1.3.1 (1).
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Example 1.3.16. Let a,ℓ ∈ Z such that a ≥ 4, ℓ ≥ 2 and let

R = k[[ta, taℓ−1, {taℓ+i}1≤i≤a−3}]] ⊆ k[[t]]

be the semigroup ring of the numerical semigroup H = ⟨a, aℓ− 1, {aℓ+ i}1≤i≤a−3⟩,
where k[[t]] denotes the formal power series ring over a field k. Then R is an almost

Gorenstein local ring with r(R) = a − 2. Therefore the formal power series rings

R[[X1, X2, . . . , Xn]] (n ≥ 1) are also almost Gorenstein.

Proof. Let I = (t2aℓ−a−1, {t3aℓ−2a−i−1}1≤i≤a−3). Then I ∼= KR and mI = mt2aℓ−a−1,

where m denotes the maximal ideal of R. Hence R is an almost Gorenstein local ring

(see [20, Example 2.13] for details).

Remark 1.3.17. The local rings Rp (p ∈ SpecR \ {m}) of an almost Gorenstein local

ring (R,m) are not necessarily Gorenstein rings (Example 1.10.9). Also, the local rings

Rp of an almost Gorenstein local ring R are not necessarily almost Gorenstein (Example

1.9.13).

1.4 Characterization in terms of existence of certain
exact sequences

In this section we investigate the almost Gorenstein property of local rings in terms of

the existence of certain exact sequences.

Throughout this section, let (R,m, k) be a Cohen-Macaulay local ring of dimension

d and Cohen-Macaulay type r, admitting the canonical module KR. In what follows,

all R-modules assumed to be finitely generated. For each sequence x = x1, x2, . . . , xn

of elements in R and an R-module M , let K•(x,M) be the Koszul complex of M

associated to x. Hence

K•(x,M) = K•(x1, R)⊗R · · ·⊗R K•(xn, R)⊗R M.

For each z ∈ M let R
z−→ M stand for the homomorphism a *→ az. Denote by UR(z,M)

the complex

UR(z,M) = (· · ·→ 0
2

→ R
1

z−→ M
0

→ 0
−1

→ · · · ).
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When there is no danger of confusion, we simply write U(z,M) as UR(z,M). Let D(R)

denote the derived category of R. Hence for two complexes X, Y of R-modules, one has

Hi(X) ∼= Hi(Y ) for all i ∈ Z, if X ∼= Y in D(R).

Let us begin with the following.

Lemma 1.4.1. Let x = x1, x2, . . . , xn be an R-sequence and let y ∈ KR. Then

R/(x)⊗L
R UR(y,KR) ∼= UR/(x)(y,KR/xKR)

in D(R), where y denotes the image of y in KR/xKR.

Proof. Since UR(y,KR) is the mapping cone of the map R
y−→ KR, we get an exact

triangle R
y−→ KR → UR(y,KR) ! in D(R), which gives rise to, applying the triangle

functor R/(x)⊗L
R −, an exact triangle

R/(x)⊗L
R R

R/(x)⊗L
Ry

−−−−−−→ R/(x)⊗L
R KR → R/(x)⊗L

R UR(y,KR)! .

Notice that R/(x)⊗L
RR ∼= R/(x) and that TorRi (R/(x),KR) ∼= Hi(K•(x,KR)) = (0) for

all i > 0, since x is also an KR-sequence; hence R/(x)⊗L
RKR

∼= KR/xKR. Observe that

R/(x)⊗L
RUR(y,KR) is isomorphic to the mapping cone of the map R/(x)

y−→ KR/xKR,

which is nothing but UR/(x)(y,KR/xKR).

We firstly give a characterization of Gorenstein local rings.

Proposition 1.4.2. The following conditions are equivalent.

(1) R is a Gorenstein ring.

(2) There exist an R-sequence x and an element y ∈ KR such that K•(x, R)⊗RU(y,KR)

is an exact sequence.

Proof. (1) ⇒ (2) Choose y ∈ KR so that KR = Ry and notice that U(y,KR) ∼=
K•(1, R) ∼= (0) in D(R). Therefore for each R-sequence x we get

K•(x, R)⊗R U(y,KR) ∼= K•(x, R)⊗L
R U(y,KR) ∼= K•(x, R)⊗L

R (0) ∼= (0)

in D(R), where the first isomorphism comes from the fact that K•(x, R) is a complex

of free R-modules. Thus the complex K•(x, R)⊗R U(y,KR) is exact.
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(2) ⇒ (1) By Lemma 1.4.1

(0) ∼= K•(x, R)⊗R U(y,KR) ∼= R/(x)⊗L
R UR(y,KR) ∼= UR/(x)(y,KR/xKR)

in D(R). Hence the map R/(x)
y−→ KR/xKR is an isomorphism, which shows R/(x) ∼=

KR/(x). Therefore R/(x) is a Gorenstein ring and hence so is R.

The following theorem 1.4.3 is the main result of this section, characterizing almost

Gorenstein local rings. For an R-module M and a complex C = (· · ·→ C2 → C1 →
C0 → 0) of R-modules, we say that C is acyclic over M , if H0(C) ∼= M and Hi(C) = (0)

for all i > 0.

Theorem 1.4.3. Assume that d = dimR ≥ 1 and the field k = R/m is infinite. Then

the following conditions are equivalent.

(1) R is an almost Gorenstein local ring.

(2) There exist an R-sequence x = x1, x2, . . . , xd−1 and an element y ∈ KR such that

K•(x, R)⊗R U(y,KR) is an acyclic complex over kr−1.

(3) There exist an R-sequence x and an element y ∈ KR such that K•(x, R)⊗RU(y,KR)

is an acyclic complex over an R-module M such that mM = (0).

Proof. (1) ⇒ (2) By Theorem 1.3.7 (2) applied repeatedly, we get an R-sequence x =

x1, x2, . . . , xd−1 such that R/(x) is an almost Gorenstein local ring of dimension one.

Choose an exact sequence

0 → R/(x)
ϕ−→ KR/xKR → kr−1 → 0.

Setting y = ϕ(1) with y ∈ KR, we see that U(y,KR/xKR) is quasi-isomorphic to kr−1.

By Lemma 1.4.1

K•(x, R)⊗R U(y,KR) ∼= R/(x)⊗L
R U(y,KR) ∼= U(y,KR/xKR) ∼= kr−1

in D(R). Hence K•(x, R)⊗R U(y,KR) is an acyclic complex over kr−1.

(2) ⇒ (3) This is obvious.

(3) ⇒ (1) By Lemma 1.4.1

U(y,KR/xKR) ∼= R/(x)⊗L
R U(y,KR) ∼= K•(x, R)⊗R U(y,KR) ∼= kn
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for some n ≥ 0. Hence there exists an exact triangle R/(x)
y−→ KR/xKR → kn ! in

D(R), which gives the exact sequence 0 → R/(x)
y−→ KR/xKR → kn → 0 of homology.

Thus R/(x) is an almost Gorenstein local ring of dimension one, whence by Theorem

1.3.7 (1) R is an almost Gorenstein local ring.

Applying Theorem 1.4.3 to local rings of lower dimension, we readily get the follow-

ing.

Corollary 1.4.4. Assume that k = R/m is infinite.

(1) Let d = 1. Then R is an almost Gorenstein local ring if and only if there exist an

element y ∈ KR and an exact sequence

0 → R
y−→ KR → kr−1 → 0.

(2) Let d = 2. Then R is an almost Gorenstein local ring if and only if there exist an

R-regular element x, an element y ∈ KR, and an exact sequence

0 → R
( y
−x)−−−→ KR ⊕R

(x,y)−−→ KR → kr−1 → 0.

(3) Let d = 3. Then R is an almost Gorenstein local ring if and only if there exist an

R-sequence x1, x2, an element y ∈ KR, and an exact sequence

0 → R

( y
x2
−x1

)

−−−−→ KR ⊕R2

(
x2 −y 0
−x1 0 −y
0 x1 x2

)

−−−−−−−−−→ K2
R ⊕R

(x1,x2,y)−−−−−→ KR → kr−1 → 0.

For an R-module M let pdR M and GdimR M denote the projective dimension

and the G-dimension of M , respectively (we refer the reader to [13] for details of G-

dimension).

Corollary 1.4.5. Assume that R is an almost Gorenstein local ring of dimension d ≥ 1.

Then the following assertions hold true.

(1) The exact sequence

0 → R → KR⊕Rd−1 → Kd−1
R ⊕R(d−1

2 ) → · · · → K
(d−1

2 )
R ⊕Rd−1 → Kd−1

R ⊕R → KR → kr−1 → 0

arising from Theorem 1.4.3 (2) is self-dual with respect to KR, that is, after du-

alizing this exact sequence by KR, one obtains the same exact sequence (up to

isomorphisms).
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(2) Suppose that R is not a Gorenstein ring. Then R is G-regular in the sense of [71],

that is GdimR M = pdR M for every finitely generated R-module M .

Proof. (1) Let X[n] denote, for a complex X of R-modules and n ∈ Z, the complex X

shifted by n (to the left). Then with the same notation as in Theorem 1.4.3 (2), K =

K•(x, R) and U = U(y,KR). Therefore HomR(K, R) ∼= K[1 − d] and HomR(U,KR) ∼=
U [−1], which show

HomR(K⊗R U,KR) ∼= HomR(K,HomR(U,KR)) ∼= HomR(K, U [−1])

∼= HomR(K, R)⊗R U [−1] ∼= K[1− d]⊗R U [−1] ∼= (K⊗R U)[−d]

(for the third isomorphism, remember that K is a bounded complex of free R-modules).

Hence we get the assertion, because H0(K⊗RU) ∼= kr−1 and Hi(K⊗RU) = (0) for i > 0

by Theorem 1.4.3 (2).

(2) It suffices to show that every R-module M of finite G-dimension is of finite

projective dimension. Let N be a high syzygy of M . Then since N is totally reflexive

and maximal Cohen-Macaulay, we have

ExtiR(N,R) = (0) = ExtiR(N,KR)

for all i > 0. Apply the functor HomR(N,−) to the exact sequence in assertion (1) and

we get

ExtiR(N, kr−1) = (0)

for i ≫ 0. Since r − 1 > 0 (as R is not Gorenstein), N has finite projective dimension,

and so does M .

Let us consider the Poincaré and Bass series over almost Gorenstein local rings.

First of all let us fix some terminology. Let X (respectively, Y ) be a homologically

right (respectively, left) bounded complex of R-modules, possessing finitely generated

homology modules. The Poincaré series of X and the Bass series of Y are defined as

the following formal Laurent series with coefficients among non-negative integers:

PX(t) =
∑

n∈Z

dimk Tor
R
n (X, k)·tn, IY (t) =

∑

n∈Z

dimk Ext
n
R(k, Y )·tn.

We then have the following, in which the Poincaré and Bass series of C = Cokerϕ are

described in terms of the Bass series of R.
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Theorem 1.4.6. Let (R,m, k) be an almost Gorenstein local ring of dimension d ≥ 1

and assume that R is not a Gorenstein ring. Consider an exact sequence

(♯) 0 → R
ϕ→ KR → C → 0

of R-modules such that C is an Ulrich R-module. We then have the following.

(1) RHomR(C,KR) ∼= C[−1] in D(R).

(2) PC(t) = t1−dIR(t)− 1 and IC(t) = IR(t)− td−1.

Proof. (1) Since C is a Cohen-Macaulay R-module of dimension d− 1, ExtiR(C,KR) =

(0) for all i ̸= 1 ([43, Satz 6.1]). To see C ∼= Ext1R(C,KR), take the KR-dual of exact

sequence (♯) and we get the following commutative diagram

0 −−−→ HomR(KR,KR)
HomR(ϕ,KR)−−−−−−−→ HomR(R,KR) −−−→ Ext1R(C,KR) −−−→ 0

∼=
!⏐⏐ ∼=

!⏐⏐

0 −−−→ R
ϕ−−−→ KR −−−→ C −−−→ 0,

where the vertical isomorphisms are canonical ones. Hence C ∼= Ext1R(C,KR), so that

rR(C) = µR(C) = r − 1 by Corollary 1.3.10 and [43, Satz 6.10].

(2) By [13, (A.7.7)]

tIC(t) = IC[−1](t) = IRHom(C,KR)(t) = PC(t)IKR(t),

while

IC(t) = td−1PC(t),

as IKR(t) = td. Therefore, since rR(C) = µR(C) = r − 1, applying HomR(k,−) to exact

sequence (♯) and writing the long exact sequence, we get

ExtiR(k, C) ∼=

⎧
⎪⎨

⎪⎩

(0) (i ≤ d− 2),

kr−1 (i = d− 1),

Exti+1
R (k,R) (i ≥ d).

Hence IC(t) = IR(t)− td−1.
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1.5 Characterization in terms of canonical ideals

Let (R,m) be a Cohen-Macaulay local ring of dimension d > 0, which possesses the

canonical module KR. The main result of this section is the following characteriza-

tion of almost Gorenstein local rings in terms of canonical ideals, which is a natural

generalization of [26, Theorem 3.11].

Theorem 1.5.1. Suppose that Q(R) is a Gorenstein ring and take an ideal I ( ̸= R)

such that I ∼= KR as an R-module. Consider the following two conditions:

(1) R is an almost Gorenstein local ring.

(2) R contains a parameter ideal Q = (f1, f2, . . . , fd) such that f1 ∈ I and m(I +Q) =

mQ.

Then the implication (2) ⇒ (1) holds. If R/m is infinite, the implication (1) ⇒ (2) is

also true.

Proof. (2) ⇒ (1) Let q = (f2, f3, . . . , fd). Then q is a parameter ideal for the Cohen-

Macaulay local ring R/I, because I + Q = I + q. We set R = R/q, m = mR, and

I = IR. Notice that I ∼= I/qI ∼= KR, since q ∩ I = qI. Let f1 be the image of f1 in R.

Then since m·I = m·f1, by [26, Theorem 3.11] R is an almost Gorenstein local ring, so

that R is an almost Gorenstein local ring by Theorem 1.3.7.

(1) ⇒ (2) Suppose that R/m is infinite. We may assume that R is not a Gorenstein

ring (because I is a principal ideal, if R is a Gorenstein ring). We consider the exact

sequence

0 → R
ϕ−→ I → C → 0 (♯)

of R-modules such that C is an Ulrich R-module. Let f1 = ϕ(1) ∈ I. Choose an

R-regular sequence f2, f3, . . . , fd ∈ m so that (1) f1, f2, . . . , fd is a system of parameters

of R, (2) f2, f3, . . . , fd is a system of parameters for the ring R/I, and (3) mC =

(f2, f3, . . . , fd)C (this choice is, of course, possible; see Proposition 1.2.2 (2)). Let

q = (f2, f3, . . . , fd) and set R = R/q, m = mR, and I = IR. Then exact sequence (♯)

gives rise to the exact sequence

0 → R
ϕ−→ I → C → 0
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of R-modules where C = C/qC, because I ∼= I/qI and f2, f3, . . . , fd form a C-regular

sequence. Therefore, since I ∼= KR and mC = (0), R is an almost Gorenstein local ring.

We furthermore have that m·I = m·f1 (here f1 denotes the image of f1 in R), because

R is not a discrete valuation ring (see Corollary 1.3.10; remember that f1 = ϕ(1)).

Consequently, since mI ⊆ mf1 + q, we get

mI ⊆ (mf1 + q) ∩ I = mf1 + (q ∩ I) = mf1 + qI ⊆ mQ,

where Q = (f1, f2, . . . , fd). Hence m(I +Q) = mQ as wanted.

Let R be an almost Gorenstein local ring of dimension d ≥ 2. Let I be an ideal

of R such that I ∼= KR as an R-module. Suppose that R is not a Gorenstein ring but

contains a parameter ideal Q = (f1, f2, . . . , fd) such that f1 ∈ I and m(I + Q) = mQ.

Let q = (f2, f3, . . . , fd). We set R = R/q, m = mR and I = IR. Then R is an almost

Gorenstein local ring with I = KR and (f) is a reduction of I with mI = mf , where f

denotes the image of f in R (see Proof of Theorem 1.5.1).

We explore what kind of properties the ideal J = I + Q enjoys. To do this, we fix

the following notation, which we maintain throughout this section.

Notation 1.5.2. Let T = R[Qt] ⊆ R = R[It] ⊆ R[t] where t is an indeterminate and

set grJ(R) = R/JR (=
⊕

n≥0 J
n/Jn+1). We set

S = SQ(J) = JR/JT

(the Sally module of J with respect to Q; [76]). Let

B = T /mT

(= (R/m)[T1, T2, . . . , Td], the polynomial ring) and

redQ(J) = min{n ≥ 0 | Jn+1 = QJn}.

We denote by {ei(J)}0≤i≤d the Hilbert coefficients of R with respect to J .

Let us begin with the following. We set f = f1.

Corollary 1.5.3. The following assertions hold true.

(1) redQ(J) = 2.
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(2) SQ(J) ∼= B(−1) as a graded T -module.

(3) ℓR(R/Jn+1) = ℓR(R/Q)·
(
n+d
d

)
−r(R)·

(
n+d−1
d−1

)
+
(
n+d−2
d−2

)
for all n ≥ 0. Hence e1(J) =

r(R), e2(J) = 1, and ei(J) = 0 for 3 ≤ i ≤ d.

(4) Let G = grJ(R). Then the elements f2t, f3t, . . . , fdt (∈ T1) form a regular sequence

in G but ft is a zero-divisor in G. Hence depthG = d − 1 and the graded local

cohomology module Hd
M(G) of G is not finitely generated, where M = mG+G+.

Proof. Let K = Q :R m. Then Q ⊆ J ⊆ K. Notice that ℓR(J/Q) = µR(J/Q) =

µR(I/(f)) = r(R)−1 = r(R)−1, because f ̸∈ mI and I = KR. Therefore ℓR(K/J) = 1

since ℓR(J/Q) = r(R), so that K = J + (x) for some x ∈ K, while K2 = QK ([14]), as

R is not a regular local ring. Consequently, J3 = QJ2 by [29, Proposition 2.6]. Thus

redQ(J) = 2, since I
2 ̸= f ·I ([26, Theorem 3.7]).

Let us show ℓR(J2/QJ) = 1. We have ℓR(I
2
/f ·I) = 1 by [26, Theorem 3.16]. Choose

g ∈ I2 so that I2 ⊆ fI + (g) + q. Then

I2 = (fI + (g) + q) ∩ I2 ⊆ fI + (g) + qI,

since q ∩ I = qI. Hence J2 = QJ + (g), because J2 = QJ + I2. Consequently

ℓR(J2/QJ) = 1, since mJ2 = mQ2 (remember that mJ = mQ). Therefore, thanks to

[63, 76], we have SQ(J) ∼= B(−1) as a graded T -module, e1(J) = e0(J)− ℓR(R/J) + 1,

and

ℓR(R/Jn+1) = e0(J)·
(
n+d
d

)
− e1(J)·

(
n+d−1
d−1

)
+
(
n+d−2
d−2

)

for all n ≥ 0. Hence

e1(J) = e0(J)− ℓR(R/J) + 1 = ℓR(R/Q)− ℓR(R/J) + 1 = ℓR(J/Q) + 1 = r(R).

Thus assertions (1), (2), and (3) follow.

To see assertion (4), we claim the following, which shows the sequence

f2t, f3t, . . . , fdt is grJ(R)-regular.

Claim. q ∩ Jn = qJn−1 for all n ∈ Z.

Proof of Claim. As J2 = QJ + (g) = fJ + (g) + qJ, we have

q ∩ J2 = qJ + q ∩ [fJ + (g)] ⊆ qJ + (q ∩ I) = qJ.
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Suppose that n ≥ 3 and that our assertion holds true for n− 1. Then

q∩Jn = q∩QJn−1 = qJn−1+(q∩fJn−1) = qJn−1+f ·(q∩Jn−1) = qJn−1+f ·qJn−2 = qJn−1.

Hence q ∩ Jn = qJn−1 for all n ∈ Z.

To show that ft is a zero-divisor in grJ(R), remember that g ̸∈ QJ , because J2 ̸=
QJ . Since J2 ⊆ Q, we may write g = fy + h with y ∈ R and h ∈ q. Then because

fy = g − h ∈ I2 + q, we see

fy ∈ (I2 + q) ∩ I = I2 + qI ⊆ J2,

while y ̸∈ J . In fact, if y ∈ J , then

h = g − fy ∈ q ∩ J2 = qJ ⊆ QJ,

so that g = fy + h ∈ QJ , which is impossible. Thus ft is a zero-divisor in grJ(R).

Let ρ : grI(R)
ϕ−→ grJ(R)

ψ−→ grI(R) be the composite of canonical homomorphisms

of associated graded rings and set A = Imϕ. We then have grJ(R) = A[ξ2, ξ3, . . . , ξd],

where ξi = fit denotes the image of fit in grJ(R). We are now interested in the

question of when {ξi}2≤i≤d are algebraically independent over A. Our goal is Theorem

1.5.7 below.

We begin with the following, which readily follows from the fact that Ker ρ =
⊕

n≥0[I
n+1 + (q ∩ In)]/In+1.

Lemma 1.5.4. Kerϕ = Ker ρ if and only if q ∩ In ⊆ Jn+1 for all n ≥ 2.

Lemma 1.5.5. Let n ≥ 2. Then q∩ In = qIn if and only if R/In is a Cohen-Macaulay

ring.

Proof. If R/In is a Cohen-Macaulay ring, then q ∩ In = qIn, because f2, f3, . . . , fd

form a regular sequence in R/In. Conversely, suppose that q ∩ In = qIn. Then the

descending induction on i readily yields that

(f2, f2, f3, . . . , fi) ∩ In = (f2, f3, . . . , fi)I
n

for all 2 ≤ i ≤ d, from which it follows that the sequence f2, f3, . . . , fd is R/In-regular.
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Proposition 1.5.6. The following assertions hold true.

(1) If R/I3 is a Cohen-Macaulay ring, then I3 = fI2 and therefore the ideal I has

analytic spread one and red(f)(I) = 2.

(2) If R/I2 is a Cohen-Macaulay ring and I3 = fI2, then R/In is a Cohen-Macaulay

ring for all n ≥ 1

Proof. (1) We have q ∩ I3 = qI3 by Lemma 1.5.5, while I
3
= f ·I2 by Corollary 1.5.3

(1). Therefore I3 ⊆ (fI2+q)∩ I3 = fI2+qI3, so that I3 = fI2 by Nakayama’s lemma.

Hence I is of analytic spread one and red(f)(I) = 2, because I
2 ̸= f ·I ([26, Theorem

3.7]).

(2) We show that q ∩ In = qIn for all n ∈ Z. By Lemma 1.5.5 we may assume that

n ≥ 3 and that our assertion holds true for n− 1. Then

q ∩ In = q ∩ fIn−1 = f(q ∩ In−1) = f ·qIn−1 ⊆ qIn.

Hence q ∩ In = qIn for all n ∈ Z, whence R/In is a Cohen-Macaulay ring by Lemma

1.5.5.

We are now ready to prove the following.

Theorem 1.5.7. Suppose that R/I2 is a Cohen-Macaulay ring and I3 = fI2. Then

A is a Buchsbaum ring and ξ2, ξ3, . . . , ξd are algebraically independent over A, whence

grJ(R) = A[ξ2, ξ3, . . . , ξd] is the polynomial ring.

Proof. We have Kerϕ = Ker ρ by Lemma 1.5.4, 1.5.5, and Proposition 1.5.6, which

shows that the composite homomorphism A ι
↪→ grJ(R)

ψ−→ grI(R) is an isomorphism,

where ι : A → grJ(R) denotes the embedding. Hence A is a Buchsbaum ring ([26,

Theorem 3.16]). Let k = A0 and let C = k[X2, X3, . . . , Xd] denote the polynomial ring.

We regard C to be a Z-graded ring so that C0 = k and degXi = 1. Let B = A⊗kC. Then
B is a Z-graded ring whose grading is given by Bn =

∑
i+j=nAi⊗k Cj for all n ∈ Z. We

put Yi = 1 ⊗Xi and consider the homomorphism Ψ: B = A[Y2, Y3, . . . , Yd] → grJ(R)

of A-algebras defined byΨ( Yi) = ξi for all 2 ≤ i ≤ d. Let K = KerΨ. We then have

the exact sequence 0 → K → B → grJ(R) → 0, which gives rise to the exact sequence

0 → K/(Y2, Y3, . . . , Yd)K → B/(Y2, Y3, . . . , Yd) → grJ(R)/(ξ2, ξ3, . . . , ξd) → 0,

27



since the sequence ξ2, ξ3, . . . , ξd is grJ(R)-regular (Corollary 1.5.3 (4)). Because

B/(Y2, Y3, . . . , Yd) = A ∼= grI(R) = grJR/(ξ2, ξ3, . . . , ξd),

we have K/(Y2, Y3, . . . , Yd)K = (0) and hence K = (0) by graded Nakayama’s lemma.

Thus Ψ: B → grJ(R) is an isomorphism of A-algebras.

The ringR/In is not necessarily a Cohen-Macaulay ring. Let us explore one example.

Example 1.5.8. Let S = k[[s, t]] be the formal power series ring over a field k and

set R = k[[s3, s2t, st2, t3]] in S. Then R is a Cohen-Macaulay local ring of dimension 2.

Setting x = s3, y = s2t, z = st2, and w = t3, we have I = (y, z) ∼= KR as an R-module

and m·(I + Q) = m·Q, where Q = (y, x − w). Hence R is an almost Gorenstein local

ring with r(R) = 2. Let q = (x− w). Then q ∩ I2 = qI2, because

(x− w) ∩ I2 ⊆ (x− w)·(s2t2S ∩R) ⊆ (x− w)·I2.

However, q ∩ I3 ̸= qI3. In fact, if q ∩ I3 = qI3, by Proposition 1.5.6 (1) I is of analytic

spread one, which is however impossible, because (R/m) ⊗R grI(R) ∼= k[y, z]. Hence

R/I2 is a Cohen-Macaulay ring but R/I3 is not a Cohen-Macaulay ring (Lemma 1.5.5).

We have e1(J) = r(R) = 2 and depth grJ(R) = 1, where J = I +Q = (x− w, y, z).

Question 1.5.9. Let T be an almost Gorenstein but non-Gorenstein local ring of

dimension 1 and let K be an ideal of T with K ∼= KT as a T -module. Let R =

T [[X2, X3, . . . , Xd]] (d ≥ 2) be a formal power series ring and set I = KR. Then

I ∼= KR as an R-module and R/In is Cohen-Macaulay for all n ≥ 1. We suspect that

this is the unique case for grJ(R) to be the polynomial ring over A.

1.6 Almost Gorenstein local rings obtained by ide-
alization

Throughout this section let (R,m) be a Cohen-Macaulay local ring, which possesses the

canonical module KR. For each R-module M let M∨ = HomR(M,KR). We study the

question of when the idealization R!M∨ is an almost Gorenstein local ring.

Let us begin with the following, which is based on [26, Proposition 6.1] and gives

an extension of the result to higher dimensional local rings.
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Theorem 1.6.1. Let (R,m) be a Cohen-Macaulay local ring of dimension d ≥ 1, which

possesses the canonical module KR. Let I ( ̸= R) be an ideal of R and assume that R/I

is a Cohen-Macaulay ring of dimension d−1. We consider the following two conditions:

(1) A = R! I∨ is an almost Gorenstein local ring.

(2) R contains a parameter ideal Q = (f1, f2, . . . , fd) such that f1 ∈ I, m(I+Q) = mQ,

and (I +Q)2 = Q(I +Q).

Then one has the implication (2) ⇒ (1). If R/m is infinite, the reverse implication

(1) ⇒ (2) is also true.

Proof. (2) ⇒ (1) Let q = (f2, f3, . . . , fd) and set R = R/q, m = mR, and I = IR. Then

I ∼= I/qI, since f2, f3, . . . , fd is a regular sequence in R/I, while HomR(I,KR)
∼= I∨/qI∨,

because f2, f3, . . . , fd is an R-sequence and I is a maximal Cohen-Macaulay R-module

([43, Lemma 6.5]). Therefore since I
2
= f1·I and m·I = m·f1 (here f1 denotes the

image of f1 in R), by [26, Proposition 6.1] the idealization A/qA = R ! HomR(I,KR)

is an almost Gorenstein local ring. Hence A = R ! I∨ is an almost Gorenstein local

ring by Theorem 1.3.7, because f2, f3, . . . , fd form a regular sequence in A.

(1) ⇒ (2) Suppose that R/m is infinite and that A = R!I∨ is an almost Gorenstein

local ring. Choose an exact sequence

0 → A → KA → C → 0 (♯)

of A-modules such that µA(C) = e0n(C), where n = m× I∨ is the maximal ideal of A. If

C = (0), then A is a Gorenstein local ring. Hence I∨ ∼= KR ([58]), whence I ∼= K∨
R = R

and assertion (2) is certainly true. Assume that C ̸= (0). Then C is an Ulrich A-module

of dimension d − 1. We put a = (0) :A C and consider R to be a subring of A via the

homomorphism R → A, r )→ (r, 0). Then, since B = A/a is a module-finite extension

of S = R/[a ∩ R], dimS = dimB = dimA C = d − 1. We set nB = nB and mS = mS.

Then mSB is a reduction of nB, because [(0)× I∨]2 = (0) in A. We choose a subsystem

f2, f3, . . . , fd of parameters of R so that f2, f3, . . . fd is a system of parameters for R/I

and (f2, f3, . . . , fd)B is a reduction of nB. Then nC = (f2, f3, . . . , fd)C by Proposition

1.2.2 (2). Consequently, since f2, f3, . . . , fd is a C-regular sequence, from exact sequence

(♯) above we get the exact sequence

0 → A/qA → KA/qKA → C/qC → 0
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of A/qA-modules, where q = (f2, f3, . . . , fd). Hence A/qA is an almost Gorenstein local

ring of dimension one, because KA/qKA
∼= KA/qA and n(C/qC) = (0). Let R = R/q,

m = mR, and I = IR. Then since q∩I = qI, we get I = [I+q]/q ∼= I/qI and therefore

the ring

R! HomR(I,KR) = (R/q)! (I∨/qI∨) = A/qA

is an almost Gorenstein local ring. Consequently, by [26, Proposition 6.1] we may

choose f1 ∈ I so that m·I = m·f1 and I
2
= f1·I, where f1 denotes the image of f1 in R.

Let Q = (f1, f2, . . . , fd). We will show that m(I +Q) = mQ and (I +Q)2 = Q(I +Q).

Firstly, since m·I = m·f1, we get mI ⊆ (mf1+ q)∩ I = mf1+(q∩ I). Hence mI ⊆ mQ,

because q ∩ I = qI, so that m(I +Q) = mQ. Since I
2
= f1·I, we similarly have

I2 ⊆ (f1I + q) ∩ I2 ⊆ f1I + qI = QI,

whence (I + Q)2 = Q(I + Q). Notice that Q is a parameter ideal of R, because
√
Q =

√
I +Q = m, which proves Theorem 1.6.1.

Let us consider the case where R is a Gorenstein ring. The following result extends

[26, Corollary 6.4] to local rings of higher-dimension.

Corollary 1.6.2. Suppose that (R,m) is a Gorenstein local ring of dimension d ≥
1. Let M be a Cohen-Macaulay faithful R-module and consider the following two

conditions:

(1) A = R!M is an almost Gorenstein local ring.

(2) M ∼= R or M ∼= p as an R-module for some p ∈ SpecR such that R/p is a regular

local ring of dimension d− 1.

Then the implication (2) ⇒ (1) holds. If R/m is infinite, the reverse implication (1) ⇒
(2) is also true.

Proof. (2) ⇒ (1) We may assume M ∼= p, where p ∈ SpecR such that R/p is a regular

local ring of dimension d− 1. We choose a subsystem f2, f3, . . . , fd of parameters of R

so that m = p+ (f2, f3, . . . , fd) and set q = (f2, f3, . . . , fd). Then

p/qp ∼= [p+ q]/q = m/q
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and hence A/qA ∼= R/q!m/q. Therefore A/qA is an almost Gorenstein local ring by

[26, Corollary 6.4] and hence A is an almost Gorenstein local ring by Theorem 1.3.7.

(1) ⇒ (2) Suppose that R/m is infinite and let p ∈ AssR. Then Ap×M
∼= Rp !Mp

and Mp ̸= (0). Because Q(A) is a Gorenstein ring, we get Mp
∼= KRp

∼= Rp ([58]). Hence

Q(R)⊗R M ∼= Q(R) and therefore we have an exact sequence

0 → R → M → X → 0 (♯1)

of R-modules such that Q(R) ⊗R X = (0). Notice that X is a Cohen-Macaulay R-

module of dimension d− 1, because X ̸= (0) and depthR M = d. Take the KR-dual (in

fact, KR = R) of exact sequence (♯1) and we get the exact sequence

0 → M∨ ϕ−→ R → Ext1R(M,KR) → 0

of R-modules. Let I = ϕ(M∨). Then M ∼= I∨ and R/I is a Cohen-Macaulay local

ring of dimension d − 1. Consequently, because A = R ! I∨ is an almost Gorenstein

local ring, by Theorem 1.6.1 R contains a parameter ideal Q = (f1, f2, . . . , fd) such that

f1 ∈ I, m(I + Q) = mQ, and (I + Q)2 = Q(I + Q). We set q = (f2, f3, . . . , fd). Then,

since Q ⊆ I +Q ⊆ Q :R m and R is a Gorenstein local ring, we have either Q = I +Q

or I +Q = Q :R m.

If Q = I +Q, then

I ⊆ Q ∩ I = [(f1) + q] ∩ I = (f1) + qI,

since q ∩ I = qI, so that I = (f1) ∼= R. Therefore M ∼= I∨ ∼= R, which is impossible.

Hence I+Q = Q :R m and I ̸⊆ Q. Choose x ∈ I \Q. We then have I+Q = Q+(x) and

therefore I = [(Q + (x)] ∩ I = (f1, x) + qI, so that I = (f1, x). Notice that µR(I) = 2,

because I ̸∼= R. Let p = (f1) :R x. Then I/(f1) ∼= R/p and hence dimR/p < d. On the

other hand, thanks to the depth lemma applied to the exact sequence

0 → R
ϕ−→ I → R/p → 0 (♯2)

of R-modules where ϕ(1) = f1, we get depthR/p ≥ d− 1. Hence dimR/p = d− 1. Set

R = R/q, m = mR, and I = IR. Then m·I ⊆ (f1), where f1 denotes the image of f1 in

R. Since I ∼= R⊗R I, we see

R⊗R R/p ∼= R⊗R [I/(f1)] ∼= I/(f1)

31



and therefore m = p + q, because m·(I/(f1)) = (0). Thus R/p is a regular local ring.

Now we take the KR-dual of exact sequence (♯2) and get the exact sequence

0 → I∨ → R → Ext1R(R/p,KR) → 0

of R-modules. Because Ext1R(R/p,KR) ∼= R/p, we then have I∨ ∼= p. Hence M ∼= I∨ ∼=
p as R-modules, which proves the implication (1) ⇒ (2).

When R contains a prime ideal p such that R/p is a regular local ring of dimension

d− 1, we have the following characterization for A = R! p to be an almost Gorenstein

local ring, which is an extension of [26, Theorem 6.5].

Theorem 1.6.3. Let (R,m) be a Cohen-Macaulay local ring of dimension d ≥ 1, which

possesses the canonical module KR. Suppose that R/m is infinite. Let p ∈ SpecR and

assume that R/p is a regular local ring of dimension d−1. Then the following conditions

are equivalent.

(1) A = R! p is an almost Gorenstein local ring.

(2) R is an almost Gorenstein local ring.

Proof. By [26, Theorem 6.5] we may assume that d > 1 and that our assertion holds

true for d− 1.

(1) ⇒ (2) Let 0 → A → KA → Y → 0 be an exact sequence of A-modules such that

µA(Y ) = e0n(Y ), where n = m× p is the maximal ideal of A. Let us choose a parameter

f of R so that f is superficial for Y with respect to n and R/[p+ (f)] is a regular local

ring of dimension d− 2. Then A/fA is an almost Gorenstein local ring (see the proof

of Theorem 1.3.7 (2)) and

A/fA = R/(f)! p/fp ∼= R/(f)! [p+ (f)]/(f),

which shows R/(f) is an almost Gorenstein local ring. Thus R is almost Gorenstein by

Theorem 1.3.7.

(2) ⇒ (1) We consider the exact sequence 0 → R → KR → X → 0 of R-modules

with µR(X) = e0m(X) and choose a parameter f of R so that f is superficial for X with

respect to m and R/[p + (f)] is a regular local ring of dimension d − 2. Then because

A/fA ∼= R/(f)! [p+(f)]/(f), the ring A/fA is an almost Gorenstein local ring. Hence

by Theorem 1.3.7 A is an almost Gorenstein local ring.
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The following example extends [26, Example 6.10].

Example 1.6.4. Let (R,m) be a Gorenstein local ring of dimension d ≥ 1 and infinite

residue class field. Let p ∈ SpecR and assume that R/p is a regular local ring of

dimension d − 1. We set A = R ! p. Then, thanks to Theorem 1.6.3, A is an almost

Gorenstein local ring. Therefore because p× p ∈ SpecA with A/[p× p] ∼= R/p, setting

Rn =

{
R (n = 0)

Rn−1 ! pn−1 (n > 0)
, pn =

{
p (n = 0)

pn−1 ! pn−1 (n > 0)
,

we get an infinite family {Rn}n≥0 of almost Gorenstein local rings. Notice that Rn is

not a Gorenstein ring, if n ≥ 2 ([26, Lemma 6.6]).

1.7 Generalized Gorenstein local rings

Throughout this section let (R,m) denote a Noetherian local ring of dimension d ≥
0. We explore a special class of almost Gorenstein local rings, which we call semi-

Gorenstein.

We begin with the definition.

Definition 1.7.1. We say that R is a semi-Gorenstein local ring, if R is an almost

Gorenstein local ring, that is R is a Cohen-Macaulay local ring having a canonical

module KR equipped with an exact sequence

(♯) 0 → R → KR → C → 0

of R-modules such that µR(C) = e0m(C), where either C = (0), or C ̸= (0) and there

exist R-submodules {Ci}1≤i≤ℓ of C such that C = ⊕ℓ
i=1Ci and µR(Ci) = 1 for all

1 ≤ i ≤ ℓ.

Therefore, every Gorenstein local ring is a semi-Gorenstein local ring (take C = (0))

and every one-dimensional almost Gorenstein local ring is semi-Gorenstein, since mC =

(0). We notice that in exact sequence (♯) of Definition 1.7.1, if C ̸= (0), then each Ci is

a cyclic Ulrich R-module of dimension d − 1, whence Ci
∼= R/pi for some pi ∈ SpecR

such that R/pi is a regular local ring of dimension d− 1.

We note the following. This is no longer true for the almost Gorenstein property,

as we will show in Section 1.9 (see Remark 1.9.12).
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Proposition 1.7.2. Let R be a semi-Gorenstein local ring. Then for every p ∈ SpecR

the local ring Rp is semi-Gorenstein.

Proof. We may assume that R is not a Gorenstein ring. Choose an exact sequence

0 → R → KR → C → 0

of R-modules which satisfies the condition in Definition 1.7.1. Hence C = ⊕ℓ
i=1R/pi,

where for each 1 ≤ i ≤ ℓ, pi ∈ SpecR and R/pi is a regular local ring of dimension

d− 1. Let p ∈ SpecR. Then since KRp = (KR)p, we get an exact sequence

0 → Rp → KRp → Cp → 0

of Rp-modules, where Cp = ⊕pi⊆pRp/piRp is a direct sum of finite cyclic Ulrich Rp-

modules Rp/piRp, so that by definition the local ring Rp is semi-Gorenstein.

Let us define the following.

Definition 1.7.3 (cf. [7]). An almost Gorenstein local ring R is said to be pseudo-

Gorenstein, if r(R) ≤ 2.

Proposition 1.7.4. Let R be a pseudo-Gorenstein local ring. Then R is semi-

Gorenstein and for every p ∈ SpecR the local ring Rp is pseudo-Gorenstein.

Proof. We may assume that r(R) = 2. Because R is not a regular local ring, in the

exact sequence 0 → R
ϕ→ KR → C → 0 of Definition 1.3.3 we get ϕ(1) ̸∈ mKR by

Corollary 1.3.10, whence µR(C) = µR(KR) − 1 = 1. Therefore R is semi-Gorenstein,

and the second assertion follows from Proposition 1.7.2.

We note one example.

Example 1.7.5. Let k[[t]] be the formal poser series ring over a field k. For an integer

a ≥ 4 we set

R = k[[ta+i | 0 ≤ i ≤ a− 1 but i ̸= a− 2]]

in k[[t]]. Then KR = R + Rta−1 and mKR ⊆ R. Hence R is a pseudo-Gorenstein local

ring with r(R) = 2.

Whether C is decomposed into a direct sum of cyclic R-modules depends on the

choice of exact sequences 0 → R → KR → C → 0 with µR(C) = e0m(C), although R is

semi-Gorenstein. Let us note one example.
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Example 1.7.6. Let S = k[X, Y ] be the polynomial ring over a field k and consider

the Veronesean subring R = k[X4, X3Y,X2Y 2, XY 3, Y 4] of S with order 4. Then

KR = (X3Y,X2Y 2, XY 3) is the graded canonical module of R. The exact sequence

0 → R
ϕ→ KR(1) → R/(X3Y,X2Y 2, XY 3, Y 4)⊕R/(X4, X3Y,X2Y 2, XY 3) → 0

of graded R-modules with ϕ(1) = X2Y 2 shows that the local ring RM is semi-

Gorenstein, where M = R+. However in the exact sequence

0 → R
ψ→ KR(1) → D → 0

with ψ(1) = XY 3, DM is an Ulrich Rm-module of dimension one, but DM is inde-

composable. In fact, setting A = RM and C = DM, suppose C ∼= A/p1 ⊕ A/p2 for

some regular local rings A/pi (pi ∈ SpecA) of dimension one. Let a = XY 3A :A

(X3Y,X2Y 2, XY 3)A. Then a = (0) :A C = p1 ∩ p2, so that a should be a radical ideal

of A, which is impossible, because X6Y 2 ∈ a but X3Y ̸∈ a.

Let us examine the non-zerodivisor characterization.

Theorem 1.7.7. Suppose that R/m is infinite. If R is a semi-Gorenstein local ring

of dimension d ≥ 2, then R/(f) is a semi-Gorenstein local ring for a general non-

zerodivisor f ∈ m \m2.

Proof. We may assume R is not a Gorenstein ring. We look at exact sequence (♯) 0 →
R → KR → C → 0 of Definition 1.7.1, where C = ⊕r−1

i=1R/pi (r = r(R)) and each R/pi

is a regular local ring of dimension d − 1. Then R/(f) is a semi-Gorenstein local ring

for every f ∈ m such that f ̸∈
⋃ℓ

i=1[m
2 + pi] ∪

⋃
p∈AssR p.

We now give a characterization of semi-Gorenstein local rings in terms of their

minimal free resolutions, which is a broad generalization of [26, Corollary 4.2].

Theorem 1.7.8. Let (S, n) be a regular local ring and a ! S an ideal of S with n =

htS a. Let R = S/a. Then the following conditions are equivalent.

(1) R is a semi-Gorenstein local ring but not a Gorenstein ring.

(2) R is Cohen-Macaulay, n ≥ 2, r = r(R) ≥ 2, and R has a minimal S-free resolution

of the form:

0 → Fn = Sr M→ Fn−1 = Sq → Fn−2 → · · · → F1 → F0 = S → R → 0
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where

tM =

⎛

⎜⎜⎜⎜⎜⎝

y21y22 · · · y2ℓ y31y32 · · · y3ℓ · · · yr1yr2 · · · yrℓ z1z2 · · · zm
x21x22 · · · x2ℓ 0 0 0 0

0 x31x32 · · · x3ℓ 0 0 0
...

...
. . .

...
...

0 0 0 xr1xr2 · · · xrℓ 0,

⎞

⎟⎟⎟⎟⎟⎠
,

ℓ = n+ 1, q ≥ (r− 1)ℓ, m = q− (r− 1)ℓ, and xi1, xi2, . . . , xiℓ is a part of a regular

system of parameters of S for every 2 ≤ i ≤ r.

When this is the case, one has the equality

a = (z1, z2, . . . , zm) +
r∑

i=2

I2 (
yi1 yi2 ··· yiℓ
xi1 yi2 ··· xiℓ ) ,

where I2(N) denotes the ideal of S generated by 2 × 2 minors of the submatrix N =

( yi1 yi2 ··· yiℓ
xi1 yi2 ··· xiℓ ) of M.

Proof. (1) ⇒ (2) Choose an exact sequence

0 → R
ϕ→ KR → C → 0

of R-modules so that C = ⊕r
i=2S/pi, where each S/pi (pi ∈ SpecS) is a regular local

ring of dimension d − 1. Let pi = (xij | 1 ≤ j ≤ ℓ) with a part {xij}1≤j≤ℓ of a regular

system of parameters of S, where ℓ = n + 1 (= htS pi). We set f1 = ϕ(1) ∈ KR and

consider the S-isomorphism

KR/Sf1
ψ−→ S/p2 ⊕ S/p3 ⊕ · · ·⊕ S/pr,

choosing elements {fi ∈ KR}2≤i≤r so that

ψ(fi) = (0, . . . , 0,
i
∨
1, 0 . . . , 0) ∈ S/p2 ⊕ S/p3 ⊕ · · ·⊕ S/pr,

where fi denotes the image of fi in KR/Sf1. Hence {fi}1≤i≤r is a minimal system of

generators of the S-module KR. Let {ei}1≤i≤r denote the standard basis of Sr and let

ε : Sr → KR be the homomorphism defined by ε(ei) = fi for each 1 ≤ i ≤ r. We now

look at the exact sequence

0 → L → Sr ε−→ KR → 0.
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Then because xijfi = 0 in KR/Sf1, we get yijf1 + xijfi = 0 in KR for some yij ∈ n. Set

aij = yije1+xijei ∈ L for each 2 ≤ i ≤ r and 1 ≤ j ≤ ℓ. Then {aij}2≤i≤r,1≤j≤ℓ is a part

of a minimal basis of L, because {xij}1≤j≤ℓ is a part of a regular system of parameters

of S (use the fact that L ⊆ nSr). Hence q ≥ (r − 1)ℓ.

Let a ∈ L and write a =
∑r

i=1 aiei with ai ∈ S. Then ai ∈ pi = (xij | 1 ≤ j ≤ ℓ) for

every 2 ≤ i ≤ r, because
∑r

i=2 aifi = 0 in KR/Sf1. Therefore, writing ai =
∑ℓ

j=1 cijxij

with cij ∈ S, we get a−
∑r

i=2 cijaij = ce1 for some c ∈ S, which shows L is minimally

generated by {aij}2≤i≤r,1≤j≤ℓ together with some elements {zke1}1≤k≤m (zk ∈ S). Thus

the S-module KR = ExtnS(R, S) possesses a minimal free resolution

· · ·→ Sq M−→ Sr ε→ KR → 0

with q = m + (r − 1)ℓ, in which the matrix M has the required form. Since R ∼=
ExtnS(KR, S) ([43, Satz 6.1]), the minimal S-free resolution of R is obtained, by taking

the S-dual, from the minimal free resolution of KR, so that assertion (2) follows.

(2) ⇒ (1) We look at the presentation

Sq
tM−→ Sr ε→ KR → 0

of KR = ExtnS(R, S). Let {ei}1≤i≤r be the standard basis of Sr and set f1 = ε(e1).

Then

KR/Rf1 ∼= Sr/[Im tM+ Se1] ∼=
r⊕

i=2

S/(xij | 1 ≤ j ≤ ℓ),

where each S/(xij | 1 ≤ j ≤ ℓ) is a regular local ring of dimension d− 1, so that R is a

semi-Gorenstein local ring, because the sequence

0 → R
ϕ→ KR →

r⊕

i=2

S/(xij | 1 ≤ j ≤ ℓ) → 0

is exact by Lemma 1.3.1 (1), where ϕ(1) = f1. This completes the proof of equivalence

(1) ⇔ (2).

To prove the last equality in Theorem 1.7.8, we need a preliminary step. Let S

be a Noetherian local ring. Let x = x1, x2, . . . , xℓ be a regular sequence in S and

y = y1, y2, . . . , yℓ a sequence of elements in S. We denote by K = K•(x, S) the Koszul

complex of S associated to x1, x2, . . . , xℓ and by L = K•(y, S) the Koszul complex of S
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associated to y = y1, y2, . . . , yℓ. We consider the diagram.

K2
∂K2 !! K1 = L1

∂K1 !!

∂L1
""

K0(x;S) = S

L0(y;S) = S

and set L = ∂L1 (Ker ∂K1 ). Then because Ker ∂K1 = Im ∂K2 , we get the following.

Lemma 1.7.9. L = (xαyβ − xβyα | 1 ≤ α < β ≤ ℓ) = I2 (
y1 y2 ··· yℓ
x1 y2 ··· xℓ ).

Let us now check the last assertion in Theorem 1.7.8. We maintain the notation

in the proof of implication (1) ⇒ (2). Let a ∈ S. Then a ∈ a if and only if af1 = 0,

because a = (0) :S KR. The latter condition is equivalent to saying that

ae1 =
∑

2≤i≤r, 1≤j≤ℓ

cij(yijei + xijei) +
m∑

k=1

dk(zke1)

for some cij, dk ∈ S, that is

a =
r∑

i=2

(
ℓ∑

j=1

cijyij

)
+

m∑

k=1

dkzk and
ℓ∑

j=1

cijxij = 0 for all 2 ≤ i ≤ r.

If
∑ℓ

j=1 cijxij = 0, then by Lemma 1.7.9 we get

ℓ∑

j=1

cijyij ∈ I2 (
yi1 yi2 ··· yiℓ
xi1 yi2 ··· xiℓ ) ,

because xi1, xi2, . . . , xiℓ is an S-sequence. Hence

a ⊆ (z1, z2, . . . , zm) +
r∑

i=2

I2 (
yi1 yi2 ··· yiℓ
xi1 yi2 ··· xiℓ ) .

To see the reverse inclusion, notice that zk ∈ a for every 1 ≤ k ≤ m, because zkf1 = 0.

Let 2 ≤ i ≤ r and 1 ≤ α < β ≤ ℓ. Then since

(xiαyiβ − xiβyiα)e1 = xiα(yiβe1 + xiβei)− xiβ(yiαe1 + xiαei) ∈ Ker ε,

we get (xiαyiβ − xiβxiα)f1 = 0, so that xiαyiβ − xiβyiα ∈ a. Thus (z1, z2, . . . , zm) +∑r
i=2 I2 (

yi1 yi2 ··· yiℓ
xi1 yi2 ··· xiℓ ) ⊆ a, which completes the proof of Theorem 1.7.8.
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Corollary 1.7.10. With the notation of Theorem 1.7.8 suppose that assertion (1) holds

true. We then have the following.

(1) If n = 2, then r = 2 and q = 3, so that tM = ( y21 y22 y23
x21 x22 x23 ).

(2) Suppose that a ⊆ n2. If R has maximal embedding dimension, then r = n and

q = n2 − 1, so that m = 0.

Proof. (1) Since n = 2, we get q = r+1 ≥ (r−1)ℓ. Hence 2 ≥ (r−1)(ℓ−1) = 2(r−1),

as ℓ = 3. Hence r = 2 and q = 3.

(2) We set v = ℓR(m/m2) (= dimS), e = e0m(R), and d = dimR (= v − n). Since

v = e + d − 1, we then have r = v − d = n, while q = (e − 2)·
(

e
e−1

)
by [62]. Hence

q = n2 − 1 = (r − 1)ℓ, so that m = 0.

One cannot expect m = 0 in general, although assertion (1) in Theorem 1.7.8 holds

true. Let us note one example.

Example 1.7.11. Let V = k[[t]] be the formal power series ring over a field k and set

R = k[[t5, t6, t7, t9]]. Let S = k[[X, Y, Z,W ]] be the formal power series ring and let

ϕ : S → R be the k-algebra map defined by ϕ(X) = t5,ϕ(Y ) = t6,ϕ(Z) = t7, and

ϕ(W ) = t9. Then R has a minimal S-free resolution of the form

0 → S2 M→ S6 → S5 → S → R → 0,

where tM =
(
W X2 XY Y Z Y 2−XZ Z2−XW
X Y Z W 0 0

)
. Hence R is semi-Gorenstein with r(R) = 2

and

Kerϕ = (Y 2 −XZ,Z2 −XW ) + I2
(
W X2 XY Y Z
X Y Z W

)
.

1.8 Almost Gorenstein graded rings

We now explore graded rings. In this section let R =
⊕

n≥0Rn be a Noetherian graded

ring such that k = R0 is a local ring. Let d = dimR and let M be the unique

graded maximal ideal of R. Assume that R is a Cohen-Macaulay ring, admitting the

graded canonical module KR. The latter condition is equivalent to saying that k = R0

is a homomorphic image of a Gorenstein ring ([40, 41]). We put a = a(R). Hence

a = max{n ∈ Z | [Hd
M(R)]n ̸= (0)} = −min{n ∈ Z | [KR]n ̸= (0)}.
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Definition 1.8.1. We say R is an almost Gorenstein graded ring, if there exists an exact

sequence 0 → R → KR(−a) → C → 0 of graded R−modules such that µR(C) = e0M(C).

Here KR(−a) denotes the graded R-module whose underlying R-module is the same as

that of KR and the grading is given by [KR(−a)]n = [KR]n−a for all n ∈ Z.

The ring R is an almost Gorenstein graded ring, if R is a Gorenstein ring. As

(KR)M = KRM
, the ring RM is an almost Gorenstein local ring, once R is an almost

Gorenstein graded ring.

The condition stated in Definition 1.8.1 is rather strong, as we show in the following.

Firstly we note:

Theorem 1.8.2 ([23]). Suppose that A is a Gorenstein local ring and let I ( ̸= A) be an

ideal of A. If grI(A) =
⊕

n≥0 I
n/In+1 is an almost Gorenstein graded ring, then grI(A)

is a Gorenstein ring.

We secondly explore the almost Gorenstein property in the Rees algebras of pa-

rameter ideals. Let (A,m) be a Gorenstein local ring of dimension d ≥ 3 and

Q = (a1, a2, . . . , ad) a parameter ideal of A. We set R = R(Q) = A[Qt] ⊆ A[t],

where t is an indeterminate. We then have the following.

Theorem 1.8.3. The Rees algebra R = R(Q) of Q is an almost Gorenstein graded

ring if and only if Q = m (and hence A is a regular local ring).

To prove Theorem 1.8.3, we need some preliminary steps. LetB = A[X1, X2, . . . , Xd]

be the polynomial ring and let ϕ : B → R be the homomorphism of A-algebras defined

by ϕ(Xi) = ait for all 1 ≤ i ≤ d. Then ϕ preserves grading and Kerϕ = I2
(
X1 X2 ... Xd
a1 a2 ... ad

)

is a perfect ideal of B, since dimR = d + 1. Therefore R is a Cohen-Macaulay ring.

Because M =
√
(X1, {Xi+1 − ai}1≤i≤d−1,−ad)R and

R/(X1, {Xi+1 − ai}1≤i≤d−1,−ad)R ∼= A/[(a1) + (a2, a3, . . . , ad)
2],

we get r(R) = r(A/[(a1) + (a2, a3, . . . , ad)2]) = d− 1 ≥ 2. Hence R is not a Gorenstein

ring.

Let G = grQ(A) and choose the canonical Q-filtration ω = {ωn}n∈Z of A which

satisfies the following conditions ([23, HTZ]).

(i) ωn = A, if n < d and ωn = Qn−dωd, if n ≥ d.
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(ii) [R(ω)]+ ∼= KR and grω(A)(−1) ∼= KG as graded R−modules, where R(ω) =
∑

n≥0 ωntn and grω(A) =
⊕

n≥0 ωn/ωn+1.

On the other hand, since G = (A/Q)[T1, T2, . . . , Td] is the polynomial ring, we get

KG
∼= G(−d). Therefore ωd−1/ωd

∼= A/Q by condition (ii) and hence ωd = Q, because

ωd−1 = A by condition (i). Consequently ωn = Qn−d+1 for all n ≥ d. Therefore

KR =
∑d−2

n=1 At
n+Rtd−1, so that we get the exact sequence 0 → R ψ−→ KR(1) → C → 0

of graded R-modules, where ψ(1) = t. Hence a(R) = −1, because Cn = (0), if n ≤ 0.

Let f = td−1 denote the image of td−1 in C and put D = C/Rf . Then it is standard

to check that (0) :R C = (0) :R f = Qd−2R. Hence D =
∑d−3

n=0 Dn is a finitely graded

R-module and ℓA(D) < ∞.

Let R = R/Qd−2R and look at the exact sequence

0 → R(2− d)
ϕ−→ C → D → 0 (♯)

of graded R-modules, where ϕ(1) = f . Then since R0 = A/Qd−2 is an Artinian local

ring, the ideal MR of R contains [R]+ = (a1t, a2t, . . . , adt)R as a reduction. Therefore

thanks to exact sequence (♯), we get e0M(C) = e0
MR(C) = e0

[R]+
(C) = e0

[R]+
(R), because

ℓA(D) < ∞ but dimR C = dimR = d. In order to compute e0
[R]+

(R), it suffices to see

the Hilbert function ℓA([R]n). Since

ℓA([R]n) = ℓA(A/Qn+d−2)− ℓA(A/Qn) = ℓA(A/Q)·
[(

n+2d−3
d

)
−
(
n+d−1

d

)]

for all n ≥ 0, we readily get e0M(C) = e0
[R]+

(R) = ℓA(A/Q)(d − 2). Summarizing the

above observations, we get the following, because µR(C) = r(R)− 1 = d− 2.

Lemma 1.8.4. µR(C) = e0M(C) if and only if ℓA(A/Q) = 1, i.e., Q = m.

We are now ready to prove Theorem 1.8.3.

Proof of Theorem 1.8.3. If Q = m, then µR(C) = e0M(C) by Lemma 1.8.4. Let us

show the only if part. Since R is an almost Gorenstein graded ring, we get an exact

sequence 0 → R
ρ−→ KR(1) → X → 0 of graded R-modules such that µR(X) = e0M(X).

Let ξ = ρ(1) ∈ [KR]1 = At and remember that ξ /∈ MKR (Corollary 1.3.10). We

then have ξ = εt for some ε ∈ U(A) and therefore X ∼= C = (KR/Rt)(1) as a graded

R-module. Hence Q = m by Lemma 1.8.4, because µR(X) = e0M(X).

We thirdly explore the almost Gorenstein property in the polynomial extensions.
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Theorem 1.8.5. Let (R,m) be a Noetherian local ring with infinite residue class field.

Let S = R[X1, X2, . . . , Xn] be the polynomial ring and consider S to be a Z-graded ring

such that S0 = R and degXi = 1 for every 1 ≤ i ≤ n. Then the following conditions

are equivalent.

(1) R is an almost Gorenstein local ring.

(2) S is an almost Gorenstein graded ring.

Proof. We put M = mS + S+.

(2) ⇒ (1) This follows from Theorem 1.3.9, because SM is an almost Gorenstein

local ring and the fiber ring SM/mSM is a regular local ring.

(1) ⇒ (2) We may assume that R is not Gorenstein. Hence d = dimR > 0. Choose

an exact sequence

(♯1) 0 → R → KR → C → 0

of R-modules so that µR(C) = e0m(C) and consider R to be a Z-graded ring trivially.

Then, tensoring sequence (♯1) by S, we get the exact sequence

(♯2) 0 → S → S ⊗R KR → S ⊗R C → 0

of graded S-modules. Let D = S⊗RC. Then D is a Cohen-Macaulay graded S-module

of dimD = dimR C + n = dimS − 1. We choose elements f1, f2, . . . , fd−1 ∈ m so that

mC = qC, where q = (f1, f2, . . . , fd−1). Then

MD = (mS)D + S+D = (qS)D + S+D,

so that µS(D) = e0M(D). Therefore, exact sequence (♯2) shows S to be an almost

Gorenstein graded ring, because a(S) = −n and S ⊗R KR = KS(n).

Corollary 1.8.6. Let (R,m) be an Artinian local ring and assume that the residue

class field R/m of R is infinite. If the polynomial ring R[X1, X2, . . . , Xn] is an almost

Gorenstein graded ring for some n ≥ 1, then R is a Gorenstein ring.

The last assertion of the following result is due to S.-i. Iai [48, Theorem 1.1].

Corollary 1.8.7. Let (R,m) be a Noetherian local ring with d = dimR > 0 and infinite

residue class field. Assume that R is a homomorphic image of a Gorenstein local ring.
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We choose a system a1, a2, . . . , ad of parameters of R. Let 1 ≤ r ≤ d be an integer and

set q = (a1, a2, . . . , ar). If grq(R) is an almost Gorenstein graded ring, then R is an

almost Gorenstein local ring. In particular, R is a Gorenstein local ring, if r = d and

grq(R) is an almost Gorenstein graded ring.

Proof. The ring R is Cohen-Macaulay, because the associated graded ring grq(R) of q

is Cohen-Macaulay. Hence a1, a2, . . . , ar forms an R-regular sequence, so that grq(R) =

(R/q)[X1, X2, . . . , Xr] is the polynomial ring. Therefore by Theorem 1.8.5, R/q is an

almost Gorenstein local ring, whence R is almost Gorenstein. Remember that if r = d,

then R is Gorenstein by Corollary 1.8.6, because dimR/q = 0.

Unfortunately, even though RM is an almost Gorenstein local ring, R is not neces-

sarily an almost Gorenstein graded ring. We explore one example.

Example 1.8.8. Let U = k[s, t] be the polynomial ring over a field k and look at

the Cohen-Macaulay graded subring R = k[s, s3t, s3t2, s3t3] of U . Then RM is almost

Gorenstein. In fact, let S = k[X, Y, Z,W ] be the weighted polynomial ring such that

degX = 1, deg Y = 4, degZ = 5, and degW = 6. Let ψ : S → R be the k-

algebra map defined by ψ(X) = s, ψ(Y ) = s3t, ψ(Z) = s3t2, and ψ(W ) = s3t3. Then

Kerψ = I2
(
X3 Y Z
Y Z W

)
and the graded S-module R has a graded minimal free resolution

0 → S(−13)⊕ S(−14)

(
X3 Y
Y Z
Z W

)

−−−−−−→ S(−10)⊕ S(−9)⊕ S(−8)
(∆1 ∆2 ∆3)−−−−−−−→ S

ψ−→ R → 0,

where∆ 1 = Z2 − YW , ∆2 = X3W − Y Z, and∆ 3 = Y 2 − X3Z. Therefore, because

KS
∼= S(−16), taking the KS-dual of the resolution, we get the presentation

S(−6)⊕ S(−7)⊕ S(−8)

(
X3 Y Z
Y Z W

)

−−−−−−−→ S(−3)⊕ S(−2)
ε−→ KR → 0 (♯)

of the graded canonical module KR of R. Hence a(R) = −2. Let ξ = ε(
(
1
0

)
) ∈ [KR]3

and we have the exact sequence 0 → R
ϕ−→ KR(3) → S/(Y, Z,W )(1) → 0 of graded R-

modules, where ϕ(1) = ξ. Hence RM is a semi-Gorenstein local ring. On the other hand,

thanks to presentation (♯) of KR, we know [KR]2 = kη ̸= (0), where η = ε(
(
0
1

)
). Hence

if R is an almost Gorenstein graded ring, we must have µR(KR/Rη) = e0M(KR/Rη),

which is impossible, because KR/Rη ∼= [S/(X3, Y, Z)](−3).
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This example 1.8.8 seems to suggest a correct definition of almost Gorenstein graded

rings might be the following: there exists an exact sequence 0 → R → KR(n) → C → 0

of graded R-modules for some n ∈ Z such that µR(C) = e0M(C). We would like to leave

further investigations to readers as an open problem.

1.9 Almost Gorenstein associated graded rings

The purpose of this section is to explore how the almost Gorenstein property of base

local rings is inherited from that of the associated graded rings. Our goal is the following.

Theorem 1.9.1. Let (R,m) be a Cohen-Macaulay local ring with infinite residue class

field, possessing the canonical module KR. Let I be an m-primary ideal of R and let

grI(R) =
⊕

n≥0 I
n/In+1 be the associated graded ring of I. If grI(R) is an almost

Gorenstein graded ring with r(grI(R)) = r(R), then R is an almost Gorenstein local

ring.

Theorem 1.9.1 is reduced, by induction on dimR, to the case where dimR = 1. Let

us start from the key result of dimension one. Our setting is the following.

Setting 1.9.2. Let R be a Cohen-Macaulay local ring of dimension one. We consider

a filtration F = {In}n∈Z of ideals of R. Therefore {In}n∈Z is a family of ideals of R

which satisfies the following three conditions: (1) In = R for all n ≤ 0 but I1 ̸= R, (2)

In ⊇ In+1 for all n ∈ Z, and (3) ImIn ⊆ Im+n for all m,n ∈ Z. Let t be an indeterminate

and we set

R = R(F) =
∑

n≥0

Int
n ⊆ R[t],

R′ = R′(F) = R[t−1] =
∑

n∈Z

Int
n ⊆ R[t, t−1], and

G = G(F) = R′(F)/t−1R′(F).

We call them respectively the Rees algebra, the extended Rees algebra, and the associ-

ated graded ring of F . We assume the following three conditions are satisfied:

1. R is a homomorphic image of a Gorenstein ring,

2. R is a Noetherian ring, and
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3. G is a Cohen-Macaulay ring.

Let a(G) = max{n ∈ Z | [H1
M(G)]n ̸= (0)} ([40]), where {[H1

M(G)]n}n∈Z stands for

the homogeneous components of the first graded local cohomology module H1
M(G) of G

with respect to the graded maximal ideal M = mG + G+ of G. We set c = a(G) + 1

and K = KR. Then by [23, Theorem 1.1] we have a unique family ω = {ωn}n∈Z of

R-submodules of K satisfying the following four conditions:

(i) ωn ⊇ ωn+1 for all n ∈ Z,

(ii) ωn = K for all n ≤ −c,

(iii) Imωn ⊆ ωm+n for all m,n ∈ Z, and

(iv) KR′ ∼= R′(ω) and KG
∼= G(ω)(−1) as graded R′-modules,

where R′(ω) =
∑

n∈Z ωntn ⊂ K[t, t−1] and G(ω) = R′(ω)/t−1R′(ω), and KR′ and KG

denote respectively the graded canonical modules of R′ and G. Notice that [G(ω)]n =

(0) if n < −c (see condition (ii)).

With this notation we have the following.

Lemma 1.9.3. There exist integers d > 0 and k ≥ 0 such that ωdn−c = In−k
d ωdk−c for

all n ≥ k.

Proof. Let L = R(ω)(−c), where R(ω) =
∑

n≥0 ωntn ⊆ K[t]. Then L is a finitely

generated graded R-module such that Ln = (0) for n < 0. We choose an integer

d ≫ 0 so that the Veronesean subring R(d) =
∑

n≥0Rdn of R with order d is standard,

whence R(d) = R[Rd]. Then, because L(d) =
∑

n≥0 Ldn is a finitely generated graded

R(d)-module, we may choose a homogeneous system {fi}1≤i≤ℓ of generators of L(d) so

that for each 1 ≤ i ≤ ℓ

fi ∈ [L(d)]ki = [R(ω)]dki−c

with ki ≥ c
d . Setting k = max{ki | 1 ≤ i ≤ ℓ}, for all n ≥ k we get

ωdn−c ⊆
ℓ∑

i=1

Id(n−ki)ωdki−c ⊆ In−k
d ωdk−c,

as asserted.

45



Let us fix an element f ∈ K and let ξ = ft−c ∈ G(ω)(−c) denote the image of

ft−c ∈ R′(ω) in G(ω). Assume (0) :G ξ = (0) and consider the following short exact

sequence

(E) 0 → G
ψ→ G(ω)(−c) → C → 0,

of graded G-modules, where ψ(1) = ξ. Then Cp = (0) for all p ∈ AssG, because

[G(ω)]p ∼= [KG]p ∼= KGp as Gp-modules by condition (iv) above and ℓGp(Gp) = ℓGp(KGp)

([43, Korollar 6.4]). Therefore ℓR(C) = ℓG(C) < ∞ since dimG = 1, so that C is

finitely graded. We now consider the exact sequence

R′ ϕ→ R′(ω)(−c) → D → 0

of graded R′-modules defined by ϕ(1) = ft−c. Then C ∼= D/uD as a G-module, where

u = t−1. Notice that dimR′/p = 2 for all p ∈ AssR′, because R′ is a Cohen-Macaulay

ring of dimension 2. We then have Dp = (0) for all p ∈ AssR′, since dimR′ D ≤
1. Hence the homomorphism ϕ is injective, because R′(ω) ∼= KR′ by condition (iv)

and ℓR′
p
([R′(ω)]p) = ℓR′p([KR′ ]p) = ℓR′p(KR′

p
) = ℓR′

p
(R′

p) for all p ∈ AssR′. The

snake lemma shows u acts on D as a non-zerodivisor, since u acts on R′(ω) as a non-

zerodivisor.

Let us suppose that C ̸= (0) and set S = {n ∈ Z | Cn ̸= (0)}. We write S = {n1 <

n2 < · · · < nℓ}, where ℓ = ♯S > 0. We then have the following.

Lemma 1.9.4. Dn = (0) if n > nℓ and Dn
∼= K/Rf if n ≤ 0. Consequently,

ℓR(K/Rf) = ℓR(C).

Proof. Let n > nℓ. Then Cn = (0). By exact sequence (E) above, we get In/In+1
∼=

ωn−c/ωn+1−c, whence ωn−c = Inf + ωn+1−c. Therefore ωn − c ⊆ Inf + ωq for all q ∈ Z.
By Lemma 1.9.3 we may choose integers d ≫ 0 and k ≥ 0 so that

ωn−c ⊆ Inf + ωdm−c ⊆ Inf + Im−k
d f

for all m ≥ k. Consequently, ωn−c = Inf . Hence Dn = (0) for all n ≥ nℓ. If n ≤ 0, then

Dn
∼= [R′(ω)(−c)]n/R′

nf ∼= K/Rf (see condition (ii) above). To see the last assertion,

notice that because S = {n1 < n2 < · · · < nℓ}, Dn = un−n1Dn1
∼= Dn1 if n ≤ n1 and

Dn = uni+1−nDni+1
∼= Dni+1 if 1 ≤ i < ℓ and ni < n ≤ ni+1. Therefore since Dn = (0)

for n > nℓ, we get

ℓR(K/Rf) = ℓR(D0) = ℓR(Dn1) =
ℓ∑

i=1

ℓR(Cni) = ℓR(C).
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Exact sequence (E) above now shows the following estimations. Remember that

r(R) ≤ r(G), because KG[t] = K[t, t−1] so that µR(K) ≤ µG(KG).

Proposition 1.9.5. r(R)− 1 ≤ r(G)− 1 ≤ µG(C) ≤ ℓG(C) = ℓR(C) = ℓR(K/Rf).

We are now back to a general situation of Setting 1.9.2.

Theorem 1.9.6. Let G be as in Setting 2 and assume that G is an almost Gorenstein

graded ring with r(G) = r(R). Then R is an almost Gorenstein local ring.

Proof. We may assume that G is not a Gorenstein ring. We choose an exact sequence

0 → G
ψ→ G(ω)(−c) → C → 0

of graded G-modules so that C ̸= (0) and MC = (0). Then µG(C) = ℓG(C). We set

ξ = ψ(1) and write ξ = ft−c with f ∈ K. Hence (0) :G ξ = (0). We now look at

the estimations stated in Proposition 1.9.5. If r(R) − 1 = ℓG(C), then ℓR(K/Rf) =

µR(K/Rf) because r(R)− 1 = µR(K)− 1 ≤ µR(K/Rf) ≤ ℓR(K/Rf) = ℓG(C), so that

m·(K/Rf) = (0). Consequently, we get the exact sequence

0 → R
ϕ→ K → K/Rf → 0

of R-modules with ϕ(1) = f , whence R is an almost Gorenstein local ring. If r(R)−1 <

ℓG(C), then ψ(1) ∈ M·[G(ω)(−c)] because r(G)− 1 < µG(C), so that GM is a discrete

valuation ring. This is impossible, since G is not a Gorenstein ring.

The converse of Theorem 1.9.6 is also true when G satisfies some additional condi-

tions. To see this, we need the following. Recall that our graded ring G is said to be

level, if KG = G·[KG]−a, where a = a(G). Let R̂ denote the m-adic completion of R.

Lemma 1.9.7. Suppose that Q(R̂) is a Gorenstein ring and the field R/m is infinite.

Let us choose a canonical ideal K of R so that R ⊆ K ⊆ R. Let a ∈ m be a regular

element of R such that I = aK ! R. We then have the following.

(1) Suppose that G is an integral domain. Then there is an element f ∈ K \ ω1−c

so that af ∈ I generates a minimal reduction of I. Hence (0) :G ξ = (0), where

ξ = ft−c ∈ G(ω)(−c).
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(2) Suppose that Q(G) is a Gorenstein ring and G is a level ring. Then there is

an element f ∈ K such that af ∈ I generates a reduction of I and Gp· ξ1 =

[G(ω)(−c)]p ∼= Gp for all p ∈ AssG, where ξ = ft−c ∈ G(ω)(−c). Hence (0) :G

ξ = (0).

Proof. (1) Let L = ω1−c. Then aL ! aK = I, since L ! K. We write

I = (x1, x2, . . . , xn) such that each xi generates a minimal reduction of I. Choose

f = xi so that xi ̸∈ L, which is the required one.

(2) Let M = G(ω)(−c). Then since M = G·M0 and Mp ̸= (0), M0 ̸⊆ pMp ∩M for

any p ∈ AssG. Choose an element f ∈ K so that af generates a reduction of I and

ξ = ft−c ̸∈ pMp ∩M for any p ∈ AssG. Then Gp· ξ1 = Mp for all p ∈ AssG, because

Mp
∼= Gp.

Theorem 1.9.8. Suppose that R is an almost Gorenstein local ring and the field R/m

is infinite. Assume that one of the following conditions is satisfied:

(1) G is an integral domain;

(2) Q(G) is a Gorenstein ring and G is a level ring.

Then G is an almost Gorenstein graded ring with r(G) = r(R).

Proof. The ring Q(R̂) is Gorenstein, since R is an almost Gorenstein local ring. Let K

be a canonical ideal of R such that R ⊆ K ⊆ R. We choose an element f ∈ K and

a ∈ m as in Lemma 1.9.7. Then µR(K/Rf) = r(R)− 1, since f is a part of a minimal

system of generators of K (recall that af generates a minimal reduction of I = aK).

Therefore by Proposition 1.9.5, r(G) = r(R) and M·C = (0), whence G is an almost

Gorenstein graded ring.

Suppose that (R,m) is a complete local domain of dimension one and let V = R.

Hence V is a discrete valuation ring. Let n be the maximal ideal of V and set In = nn∩R
for each n ∈ Z. Then F = {In}n∈Z is a filtration of ideals of R. We have I1 = m and

G(F) (⊆ grn(V ) =
⊕

n≥0 n
n/nn+1) is an integral domain. The ring R(F) is Noetherian,

since nn ⊆ R for all n ≫ 0. Therefore, applying Theorems 1.9.6 and 1.9.8 to this setting,

we readily get the following, where the implication (2) ⇒ (1) is not true in general,

unless r(G) = r(R) (see Example 1.9.13).
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Corollary 1.9.9 (cf. [8, Proposition 29]). Let R and F be as above and consider the

following conditions.

(1) R is an almost Gorenstein local ring;

(2) G is an almost Gorenstein graded ring and r(G) = r(R).

Then the implication (2) ⇒ (1) holds true. If the field R/m is infinite, the converse is

also true.

To prove Theorem 1.9.1, we need one more result.

Proposition 1.9.10. Let G = G0[G1] be a Noetherian standard graded ring. Assume

that G0 is an Artinian local ring with infinite residue class field. If G is an almost

Gorenstein graded ring with dimG ≥ 2, then G/(x) is an almost Gorenstein graded

ring for some non-zerodivisor x ∈ G1.

Proof. We may assume that G is not a Gorenstein ring. Let m be the maximal ideal of

G0 and set M = mG+G+. We consider the sequence

0 → G → KG(−a) → C → 0

of graded G-modules such that µG(C) = e0M(C), where a = a(G) is the a-invariant of

G. Then because the field G0/m is infinite and the ideal G+ = (G1) of G is a reduction

of M, we may choose an element x ∈ G1 so that x is G-regular and superficial for

C with respect to M. We set G = G/(x) and remember that x is C-regular, as

dimG C = dimG− 1 > 0. We then have the exact sequence

0 → G/(x) → (KG/xKG)(−a) → C/xC → 0

of graded G-modules. We now notice that a(G) = a+ 1 and that

(KG/xKG)(−a) ∼= KG(−(a+ 1))

as a graded G-module, while we see

e0M/(x)(C/xC) = e0M(C) = µG(C) = µG(C/xC),

since x is superficial for C with respect to M. Thus G is an almost Gorenstein graded

ring.
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We are now ready to prove Theorem 1.9.1.

Proof of Theorem 1.9.1. We set d = dimR and G = grI(R). We may assume that G is

not a Gorenstein ring. Hence d = dimG ≥ 1. By Theorem 1.9.6 we may also assume

that d > 1 and that our assertion holds true for d−1. Let us consider an exact sequence

0 → G → KG(−a) → C → 0

of graded G-modules with µG(C) = e0M(C), where M = mG + G+ and a = a(G). We

choose an element a ∈ I so that the initial form a∗ = a + I2 ∈ G1 = I/I2 of a is

G-regular and G/a∗G = grI/(a)(R/(a)) is an almost Gorenstein graded ring (this choice

is possible; see Proposition 1.9.10). Then the hypothesis on d shows R/(a) is an almost

Gorenstein local ring. Therefore R is an almost Gorenstein local ring, because a is

R-regular.

In general, the local rings Rp (p ∈ SpecR) of an almost Gorenstein local ring R

are not necessarily almost Gorenstein, as we will show by Example 1.9.13. To do this,

we assume that R is a Cohen-Macaulay local ring of dimension d ≥ 0, possessing the

canonical module KR. Let F = {In}n∈Z be a filtration of ideals of R such that I0 = R

but I1 ̸= R. Smilarly as Setting 2, we consider the R-algebras

R =
∑

n≥0

Int
n ⊆ R[t], R′ =

∑

n∈Z

Int
n ⊆ R[t, t−1], and G = R′/t−1R′

associated to F , where t is an indeterminate. Notice that R′ = R[t−1] and that G =

⊕n≥0In/In+1. LetN denote the graded maximal ideal ofR′. We then have the following.

Theorem 1.9.11. Suppose that R/m is infinite and that R is a Noetherian ring. If

GN is a pseudo-Gorenstein local ring, then R is pseudo-Gorenstein.

Proof. By Theorem 1.3.7 (1)R′
N is an almost Gorenstein ring with r(GN) = r(R′

N) ≤ 2,

asGN = R′
N/t−1R′

N and t−1 isR′-regular. Let p = m·R[t, t−1] and set P = p∩R′. Then

P ⊆ N, so that by Proposition 1.7.2 R[t, t−1]p is an almost Gorenstein ring, because

R[t, t−1]p = R′
P = (R′

N)PR′
N
. Thus by Theorem 1.3.9 R is an almost Gorenstein

ring with r(R) ≤ 2, because R/m is infinite and the composite homomorphism R →
R[t, t−1] → R[t, t−1]p is flat.
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Remark 1.9.12. The following example 1.9.13 is given by V. Barucci, D. E. Dobbs,

and M. Fontana [7, Example II.1.19]. Because R[t, t−1]p = R′
P = (R′

N)PR′
N

with

the notation of the proof of Theorem 1.9.11, Theorem 1.3.9 and Example 1.9.13 show

that (R′
N)PR′

N
is not an almost Gorenstein local ring (here we assume the field k is

infinite). Hence, in general, local rings Rp (p ∈ SpecR) of an almost Gorenstein local

ring R are not necessarily almost Gorenstein. Notice that R′
N is not a semi-Gorenstein

local ring (remember that the local rings of a semi-Gorenstein local ring are semi-

Gorenstein; see Proposition 1.7.2). Therefore the example also shows that a local ring

R is not necessarily semi-Gorenstein, even if R/(f) is a semi-Gorenstein ring for some

non-zerodivisor f of R.

Example 1.9.13. Let k be a field with ch k ̸= 2 and let R = k[[x4, x6 + x7, x10]] ⊆ V ,

where V = k[[x]] denotes the formal power series ring over k. Then V = R. Let v denote

the discrete valuation of V and set H = {v(a) | 0 ̸= a ∈ R}, the value semigroup of R.

We consider the filtration F = {(xV )n ∩ R}n∈Z of ideals of R and set G = R′/t−1R′,

where R′ = R′(F) is the extended Rees algebra of F . We then have:

(1) H = ⟨4, 6, 11, 13⟩.

(2) G ∼= k[x4, x6, x11, x13] (⊆ k[x]) as a graded k-algebra and GN is an almost Goren-

stein local ring with r(GN) = 3, where N is the graded maximal ideal of R′.

(3) R is not an almost Gorenstein local ring and r(R) = 2.

1.10 Almost Gorenstein homogeneous rings

In this section let R = k[R1] be a Cohen-Macaulay homogeneous ring over an infinite

field k = R0. We assume d = dimR > 0. Let M = R+ and a = a(R). For each

finitely generated graded R-module X, let [[X]]=
∑∞

n=0 dimk Xn·λn ∈ Z[λ] be the

Hilbert series of X, where Xn (n ∈ Z) denotes the homogeneous component of X with

degree n. Then as it is well-known, writing [[R]] = F (λ)
(1−λ)d with F (λ) ∈ Z[λ], we have

degF (λ) = a + d ≥ 0 and [[KR(−a)]] =
F ( 1

λ )·λ
a+d

(1−λ)d . Let f1, f2, . . . , fd be a linear system

of parameters of R. Then, because a(R/(f1, f2, . . . , fd)) = a + d, we have a = 1 − d

if and only if M2 = (f1, f2, . . . , fd)M and M ̸= (f1, f2, . . . , fd). Conversely, we get the

following. Remember that the graded ring R is said to be level, if KR = R·[KR]−a.
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Proposition 1.10.1. Suppose that a = 1− d. Then R is a level ring with [[R[] = 1+cλ
(1−λ)d

and [[KR(−a)[] = c+λ
(1−λ)d , where c = dimk R1 − d.

The following lemma shows that the converse of Proposition 1.10.1 is also true, if

R is an almost Gorenstein graded ring.

Lemma 1.10.2. Suppose that R is an almost Gorenstein graded ring and assume that

R is not a Gorenstein ring. If R is a level ring, then a = 1− d.

Proof. Suppose that R is a level ring and take an exact sequence 0 → R → KR(−a) →
C → 0 of graded R-modules so that µR(C) = e0M(C). Then C ̸= (0) and hence C is a

Cohen-Macaulay R-module of dimension d− 1 (Lemma 1.3.1 (2)). We have C = RC0

and µR(C) = r(R) − 1 (Corollary 1.3.10). Remember that MC = (f2, f3, . . . , fd)C for

some f2, f3, . . . , fd ∈ R1 (see Proposition 1.2.2 (2)) and we have [[C]] = r−1
(1−λ)d−1 , where

r = r(R). Consequently, [[KR(−a)]]− [[R]] = r−1
(1−λ)d−1 , so that F ( 1λ)·λ

a+d − F (λ) = (r −
1)(1−λ). Let us write F (λ) =

∑a+d
i=0 ciλ

i with ci ∈ Z. Then the equality
∑a+d

i=0 ca+d−iλi =∑a+d
i=0 ciλ

i + (r − 1)(1 − λ) forces that if a + d ≥ 2, then c0λa+d = ca+dλa+d and

ca+d = c0 + (r − 1), which is impossible, since c0 = 1 and r > 1. Therefore we have

a+ d = 1, because 0 ≤ a+ d and R is not a Gorenstein ring.

The following is a key in our argument.

Lemma 1.10.3. Suppose that R is a level ring and Q(R) is a Gorenstein ring. Then

there exists an exact sequence 0 → R → KR(−a) → C → 0 of graded R-modules with

dimR C < d.

Proof. Let V = [KR]−a. Then KR = RV . For each p ∈ AssR, let L(p) be the kernel of

the composite of two canonical homomorphism h(p) : KR → (KR)p → (KR)p/p(KR)p.

Then V ̸⊆ L(p), because KR = RV and (KR)p ∼= Rp. Let us choose ξ ∈ V \
⋃

p∈AssR L(p)

and let ϕ : R → KR(−a) be the homomorphism of graded R-modules defined by

ϕ(1) = ξ. Look now at the exact sequence R
ϕ→ KR(−a) → C → 0 of graded R-

modules. Then, because (KR)p = Rp
ξ
1 for all p ∈ AssR (remember that (KR)p ∼= Rp),

we have Cp = (0) for all p ∈ AssR. Hence dimR C < d and therefore ϕ is injective (see

Lemma 1.3.1 (1)).

We now come to the main result of this section.
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Theorem 1.10.4. Suppose that Q(R) is a Gorenstein ring. If a = 1− d, then R is an

almost Gorenstein graded ring.

Proof. We may assume that R is not a Gorenstein ring. Thanks to Lemma 1.10.3,

we can choose an exact sequence 0 → R → KR(−a) → C → 0 of graded R-modules

so that C is a Cohen-Macaulay R-module of dimension d − 1 (see Lemma 1.3.1 (2)

also). Then Proposition 1.10.1 implies [[C]] = [[KR(−a)]] − [[R]] = c−1
(1−λ)d−1 , where c =

dimk R1 − d. Let f1, f2, . . . , fd−1 (∈ R1) be a linear system of parameters for C. Then

because [[C/(f2, . . . , fd)C]] = (1 − λ)d−1[[C]] = c − 1, we get C/(f1, f2, . . . , fd−1)C =

[C/(f1, f2, . . . , fd−1)C]0, which shows that MC = (f1, f2, . . . , fd−1)C. Thus µRC =

e0M(C) and hence R is an almost Gorenstein graded ring.

Example 1.10.5. Let S = k[X1, X2, . . . , Xn, Y1, Y2, . . . , Yn] (n ≥ 2) be the polynomial

ring over an infinite field k and let R = S/I2
(
X1 X2 ... Xn
Y1 Y2 ... Yn

)
. Then R is a Cohen-Macaulay

normal ring with dimR = n+1. We have a(R) = 1−dimR, becauseM2 = (X1, {Xi+1−
Yi}1≤i≤n−1, Yn)M. Hence by Theorem 1.10.4, R is an almost Gorenstein graded ring.

We explore almost Gorenstein Veronesean subrings.

Corollary 1.10.6. Suppose that d = 2, R is reduced, and a(R) < 0. Then the Verone-

sean subrings R(n) = k[Rn] of R are almost Gorenstein graded rings for all n ≥ 1.

Proof. Let S = R(n). Then S = k[S1] is a Cohen-Macaulay reduced ring and dimS = 2.

Since H2
N(S) = [H2

M(R)](n) (here N = S+), we get a(S) < 0. Hence it suffices to show

that R is an almost Gorenstein graded ring, which readily follows from Theorem 1.10.5,

because Q(R) is a Gorenstein ring and a(R) ≤ 1 − dimR (remember that R is the

polynomial ring, if a(R) = − dimR).

Let us explore a few concrete examples.

Example 1.10.7. Let R = k[X, Y, Z]/(Z2 −XY ), where k[X, Y, Z] is the polynomial

ring over an infinite field k. Then R(n) is an almost Gorenstein graded ring for all n ≥ 1

Proof. The assertion follows from Corollary 1.10.6, since R is normal with dimR = 2

and a(R) = −1.

Example 1.10.8. Let R = k[X1, X2, . . . , Xd] (d ≥ 1) be the polynomial ring over an

infinite field k. Let n ≥ 1 be an integer and look at the Veronesean subring R(n) = k[Rn]

of R. Then the following hold.
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(1) R(n) is an almost Gorenstein graded ring, if d ≤ 2.

(2) Suppose that d ≥ 3. Then R(n) is an almost Gorenstein graded ring if and only if

either n | d, or d = 3 and n = 2.

Proof. Assertion (1) follows from Corollary 1.10.6. Suppose that d ≥ 3 and consider

assertion (2). The ring R(n) is a Gorenstein ring if and only if n | d ([53]). Assume that

n ! d and put S = R(n). If d = 3 and n = 2, then S = k[X2
1 , X

2
2 , X

2
3 , X1X2, X2X3, X3X1]

with [S+]2 = (X2
1 , X

2
2 , X

2
3 )S+. Hence S is an almost Gorenstein graded ring by Theorem

1.10.4. Conversely, suppose that S is an almost Gorenstein graded ring. Let L =

{(α1,α2, . . . ,αd) | 0 ≤ αi ∈ Z}. We put |α| =
∑d

i=1 αi and Xα =
∏d

i=1 X
αi
i for each

α = (α1,α2, . . . ,αd) ∈ L. Let s = min{s ∈ Z | sn ≥ q} where q = (n − 1)(d − 1) and

put a = (Xn
1 , X

n
2 , . . . , X

n
d ). We then have

a : S+ = a+ (XαXβ | α,β ∈ L such that |α| = q, |β| = sn− q),

which shows the homogeneous Cohen-Macaulay ring S is a level ring with a(S) = 1−d.

Therefore, because Hd
S+
(S) ∼= [Hd

R+
(R)](n) and because [Hd

R+
(R)]i ̸= (0) if and only if

i ≤ −d, we have −n(d− 1) < −d < −n(d− 2), which forces n = 2 and d = 3, because

n ≥ 2 (remember that n ! d).

Example 1.10.9. Let n ≥ 1 be an integer and let ∆ be a simplicial complex with

vertex set [n] = {1, 2, . . . , n}. Let R = k[∆] denote the Stanley-Reisner ring of ∆ over

an infinite field k. Then e0R+
(R) is equal to the number of facets of ∆. If R is Cohen-

Macaulay and n = e0R+
(R) + dimR − 1, then R is an almost Gorenstein graded ring.

For example, look at the simplicial complex ∆:

with n = 6. Then R = k[∆] is an almost Gorenstein graded ring of dimension 3. Note

that RP is not a Gorenstein local ring for P = (X1, X3, X4, X5, X6)R.
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1.11 Two-dimensional rational singularities are al-
most Gorenstein

Throughout this section let (R,m) denote a Cohen-Macaulay local ring of dimension

d ≥ 0, admitting the canonical module KR. We assume that R/m is infinite. Let v(R) =

µR(m) and e(R) = e0m(R). We set G = grm(R) =
⊕

mn/mn+1 be the associated graded

ring of m and put M = G+. The purpose of this section is to study the question of when

G is an almost Gorenstein graded ring, in connection with the almost Gorensteinness

of the base local ring R. Remember that, thanks to [62], v(R) = e(R) + d − 1 if and

only if m2 = Qm for some (and hence any) minimal reduction Q of m. When this is the

case, G is a Cohen-Macaulay ring and a(G) = 1− d, provided R is not a regular local

ring.

Our result is stated as follows.

Theorem 1.11.1. The following assertions hold true.

(1) Suppose that R is an almost Gorenstein local ring with v(R) = e(R) + d− 1. Then

G is an almost Gorenstein level graded ring.

(2) Suppose that G is an almost Gorenstein level graded ring. Then R is an almost

Gorenstein local ring.

Proof. (1) If R is a Gorenstein ring, then e(R) ≤ 2 and R is an abstract hypersurface,

since m2 = Qm for some minimal reduction Q of m. Therefore G is also a hypersurface

and hence a Gorenstein ring.

Assume that R is not a Gorenstein local ring. Hence d > 0 and a(G) = 1 − d.

We show that G is an almost Gorenstein graded ring by induction on d. First we

consider the case d = 1. Let R denote the integral closure of R in Q(R). Choose an

R-submodule K of R so that R ⊆ K ⊆ R and K ∼= KR as an R-module (this choice is

possible; see [26, Corollary 2.8]). We have mK ⊆ R by [26, Theorem 3.11] as R is an

almost Gorenstein local ring. Hence mK = m (see Corollary 1.3.10), and mnK = mn

for all n ≥ 1. Let C = K/R and consider the m-adic filtrations of R, K, and C. We

then have the exact sequence

0 → G → grm(K) → grm(C) → 0 (♯)
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of graded G-modules induced from the canonical exact sequence 0 → R → K → C → 0

of filtered R-modules. Notice that grm(C) = [grm(C)]0, since mC = (0). Thanks to

exact sequence (♯) above, the following claim yields that G is an almost Gorenstein

graded ring.

Claim 1.11.2. grm(K) ∼= KG as a graded G-module.

Proof of Claim 1.11.2. Since a(G) = 0 and G is a graded submodule of grm(K), it

suffices to show that depthG grm(K) > 0 and rG(grm(K)) = 1. Choose a ∈ m so

that m2 = am and let f = a (∈ m/m2) denotes the image of a in G. Let x ∈ mnK

(n ≥ 0) and assume that ax ∈ mn+2K = mn+2. Then, since mn+2 = amn+1, we

readily get x ∈ mn+1 = mn+1K. Thus f is grm(K)-regular, [grm(K)/fgrm(K)]0 = K/m,

[grm(K)/fgrm(K)]1 = m/aK, and grm(K)/fgrm(K) = K/m ⊕ m/aK. Let x ∈ K \ m

and assume that Mx ⊆ fgrm(K), where x (∈ K/m) denotes the image of x in grm(K).

Then, since mx ⊆ aK and rR(K) = 1 (remember that K ∼= KR as an R-module), we get

aK :K m = aK + Rx. Therefore m(K/aK) = (0); otherwise m(K/aK) ⊇ [(0) :K/aK m]

and hence x ∈ mK = m. Consequently, because K/aK = ER/(a)(R/m) (the injective

envelope of the R/(a)-module R/m; see [43, Korollar 6.4]) is a faithful R/(a)-module,

we have m = (a). This is, however, impossible, because R is not a discrete valuation

ring. Let x ∈ m \ aK and assume that Mx ⊆ fgrm(K), where x (∈ mK/m2K) denotes

the image of x in grm(K). Then mx ⊆ aK and hence aK :K m = aK + Rx, which

proves ℓR/m((0) :grm(K)/fgrm(K) M) = 1. Thus rG(grm(K)) = 1, so that grm(K) ∼= KG

as a graded G-module.

Assume now that d > 1 and that our assertion holds true for d− 1. Let 0 → R →
KR → C → 0 be an exact sequence of R-modules such that µR(C) = e0m(C). Choose

a ∈ m so that a is a part of a minimal reduction of m and a is superficial for C with

respect to m. Let f = a (∈ m/m2) denote the image of a in G = grm(R). We then have

G/fG = grm(R/(a)) and v(R/(a)) = e(R/(a)) + d− 2. By the hypothesis of induction,

G/fG is an almost Gorenstein graded ring, because R/(a) is an almost Gorenstein

local ring (see Proof of Theorem 1.3.9). Choose an exact sequence 0 → G/fG →
KG/fG(d − 2) → X → 0 of graded G/fG-modules so that µG/fG(X) = e0[G/fG]+

(X).

Recall that KG/fG(d− 2) ∼= KG/fKG
(d− 1) as a graded G-module and we get an exact

sequence 0 → G → KG(d − 1) → Y → 0 of graded G-modules, similarly as in Proof
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of Theorem 1.3.7, such that µG(Y ) = e0M(Y ). Hence G is an almost Gorenstein graded

ring.

(2) We may assume G is not a Gorenstein ring. Hence d > 0 and a = 1−d (Lemma

1.10.2). Suppose that d = 1 and choose an exact sequence

0 → G → KG(−a) → C → 0 (♯)

of graded G-modules so that MC = (0), where a = a(G).

We now take the canonical m-filtration ω = {ωn}n∈Z of KR so that ωn = KR if

n ≤ −a and KG = grω(KR) (see, e.g., [23] for the existence of canonical filtrations).

Let f ∈ KR = ω−a such that ϕ(1) = f , where f (∈ KR/ω−a+1) denotes the image of

f in KG(−a). Let α be the R-linear map R → KR defined by α(1) = f and consider

R to be filtered with filtration F = {mn+a}n∈Z. Then the homomorphism α : R → KR

preserves filtrations and G(a) ∼= grF(R) as an graded G-module. Consequently, exact

sequence (♯) turns into 0 → grF(R)(−a) → grω(KR)(−a) → C → 0 with ϕ(1) = f .

We now notice that C = C0, because G is a level ring. Hence ωn = mn+af + ωn+1

for n > −a. Therefore ω−a+1 ⊆ mf + ωℓ for all ℓ ∈ Z and hence ω−a+1 = mf . Thus

ω−a+1 = mf = mKR, because mKR = mω−a ⊆ ω−a+1. Consequently, in the exact

sequence R
α→ KR → X → 0, we have mX = (0). Thus R is an almost Gorenstein local

ring (see Lemma 1.3.1).

Now suppose that d > 1 and that our assertion holds true for d − 1. Look at the

exact sequence 0 → G → KG(d − 1) → C → 0 of graded G-modules with µG(C) =

e0M(C). Choose f ∈ G1 so that f is G-regular and MC = (f, f2, . . . , fd−1)C for some

f2, f3, . . . , fd−1 ∈ G1 (Proposition 1.2.2 (2)). We then have the exact sequence 0 →
G/fG → (KG/fKG)(d− 1) → C/fC → 0 of graded G/fG-modules, which guarantees

that G/fG is an almost Gorenstein graded ring (remember that (KG/fKG)(d − 1) ∼=
KG/fG(d − 2)). Consequently, thanks to the hypothesis of induction, the local ring

R/(a) (here a ∈ m such that f = a in m/m2 = [grm(R)]1) is an almost Gorenstein local

ring and therefore by Theorem 1.3.7, R is an almost Gorenstein local ring, because a

is R-regular.

When v(R) = e(R) + d − 1, the almost Gorensteinness of R is equivalent to the

Gorensteinness of Q(G), as we show in the following.

Corollary 1.11.3. Suppose that v(R) = e(R)+d−1. Then the following are equivalent.
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(1) R is an almost Gorenstein local ring,

(2) G is an almost Gorenstein graded ring,

(3) Q(G) is a Gorenstein ring.

Proof. Since G is a Cohen-Macaulay level graded ring (Proposition 1.10.1 and [62]), the

equivalence (1) ⇔ (2) follows from Theorem 1.11.1. See Theorem 1.10.4 (resp. Lemma

1.3.1 (1)) for the implication (3) ⇒ (2) (resp. (2) ⇒ (3)).

We say that m is a normal ideal, if mn is an integrally closed ideal for all n ≥ 1.

Corollary 1.11.4. Suppose that v(R) = e(R) + d− 1 and that R is a normal ring. If

m is a normal ideal, then R is an almost Gorenstein local ring.

Proof. Let R′ = R′(m) = R[mt, t−1] be the extended Rees algebra of m, where t is an

indeterminate. Then R′ is a normal ring, because R is a normal local ring and m is a

normal ideal. Hence the total ring of fractions of G = R′/t−1R′ is a Gorenstein ring,

so that R is almost Gorenstein by Corollary 1.11.3.

We now reach the goal of this section.

Corollary 1.11.5. Every 2-dimensional rational singularity is an almost Gorenstein

local ring.

Auslander’s theorem [3] says that every two-dimensional Cohen-Macaulay complete

local ring R of finite Cohen-Macaulay representation type is a rational singularity,

provided R contains a field of characteristic 0. Hence by Corollary 1.11.5 we get the

following.

Corollary 1.11.6. Every two-dimensional Cohen-Macaulay complete local ring R of

finite Cohen-Macaulay representation type is an almost Gorenstein local ring, provided

R contains a field of characteristic 0.

1.12 One-dimensional Cohen-Macaulay local rings
of finite CM-representation type are almost
Gorenstein

The purpose of this section is to prove the following.
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Theorem 1.12.1. Let A be a Cohen-Macaulay complete local ring of dimension one

and assume that the residue class field of A is algebraically closed of characterisic 0. If

A has finite Cohen-Macaulay representation type, then A is an almost Gorenstein local

ring.

Let A be a Cohen-Macaulay complete local ring of dimension one with algebraically

closed residue class field k of characterisic 0. Assume that A has finite Cohen-Macaulay

representation type. Then by [79, (9.2)] one obtains a simple singularity R so that

R ⊆ A ⊆ R, where R denotes the integral closure of R in the total ring Q(R) of

fractions. We remember that R = S/(F ), where S = k[[X, Y ]] is the formal power

series ring over k and F is one of the following polynomials ([79, (8.5)]).

(An) X2 − Y n+1 (n ≥ 1)

(Dn) X2Y − Y n−1 (n ≥ 4)

(E6) X3 − Y 4

(E7) X3 −XY 3

(E8) X3 − Y 5.

Our purpose is, therefore, to show that all the intermediate local rings R ⊆ A ⊆ R are

almost Gorenstein.

Let us begin with the analysis of overrings of local rings with multiplicity 2.

Lemma 1.12.2. Let (R,m) be a Cohen-Macaulay local ring with dimR = 1 and

e0m(R) = 2. Let R ⊆ S ⊆ Q(R) be an intermediate ring such that S is a finitely

generated R-module. Then the following assertions hold true.

(1) If S is a local ring with maximal ideal n, then e0n(S) ≤ 2. We have e0n(S) = 2 and

R/m ∼= S/n, if S ! R.

(2) Suppose that S is not a local ring. Then R̂⊗R S ∼= V1×V2 with discrete valuation

rings V1 and V2, where R̂ denotes the m-adic completion of R. Hence S is a

regular ring and S = R.

(3) Let A = R : m in Q(R). Then A = m : m and if R ! S, then A ⊆ S.
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Proof. (1), (2) We have m2 = fm for some f ∈ m, since e0m(R) = 2 (see [64, Theorem

3.4]). Let Q = (f). Then

2 = e0m(R) = e0(Q,R) = e0(Q,S) = ℓR(S/fS) ≥ ℓS(S/fS) ≥ µR(S),

because ℓR(S/R) < ∞. Therefore assertion (1) follows, since ℓS(S/fS) ≥ e0n(S). We

have R/m = S/n, if e0n(S) = 2 (remember that ℓR(S/fS) = [S/n : R/m]·ℓS(S/fS)).
Assume now that S is not a local ring. To see assertion (2), passing to R̂, we may assume

that R is complete. Then µR(S) = 2. Hence S contains exactly two maximal ideals n1

and n2, so that S ∼= Sn1 × Sn2 with µR(Sni) = 1 for i = 1, 2. Because ℓR(S/fS) = 2, we

get ℓR(Sni/fSni) = 1, whence the local rings Sni are discrete valuation rings. Therefore

S is regular.

(3) Because R is not a discrete valuation ring, we get A = m : m. We also have

ℓR(A/R) = 1 ([43, Satz 1.46]), since R is a Gorenstein ring. Therefore A ⊆ S, if

R ! S.

Proposition 1.12.3. Let (R,m) be a Cohen-Macaulay local ring with dimR = 1 and

e0m(R) = 2. Let R ! S ⊆ Q(R) be an intermediate ring such that S is a finitely

generated R-module. Let n = ℓR(S/R). We then have the following.

(1) There exists a unique chain of intermediate rings

R = A0 ! A1 ! . . . ! An = S.

(2) Every intermediate ring R ⊆ A ⊆ S appears as one of {Ai}0≤i≤n.

Proof. Let A1 = R : m. Then by Lemma 1.12.2 (3) A1 ⊆ A for every intermediate ring

R ! A ⊆ S, which enables us to assume that n > 1 and that the assertion holds true

for n − 1. As R ! A1 ! S, by Lemma 1.12.2 A1 is a local ring with e0n1(A1) = 2 and

R/m ∼= A1/n1, where n1 is the maximal ideal of A1. Hence ℓA1(S/A1) = ℓR(S/A1) =

n− 1, so that the assertion follows from the hypothesis of induction on n.

Corollary 1.12.4. Let (R,m) be a Cohen-Macaulay local ring with dimR = 1 and

e0m(R) = 2 and let R ⊆ A,B ⊆ Q(R) be intermediate rings such that A and B are

finitely generated R-modules. Then A ⊆ B or B ⊆ A.

Proof. Let S = R[A,B]. Then R ⊆ S ⊆ Q(R) and S is a finitely generated R-module.

Hence assertion follows from Proposition 1.12.3.
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For a Cohen-Macaulay local ring R of dimension one, let XR denote the set of

intermediate rings R ⊆ A ⊆ Q(R) such that A is a finitely generated R-module.

Corollary 1.12.5. The following assertions hold true.

(1) Let V = k[[t]] be the formal power series ring over a field k and R = k[[t2, t2ℓ+1]]

where ℓ > 0. Then XR = {k[[t2, t2q+1]] | 0 ≤ q ≤ ℓ}.

(2) Let S = k[[X, Y ]] be the formal power series ring over a field k of chk ̸= 2

and R = S/(X2 − Y 2ℓ) with ℓ > 0. Let x, y denote the images of X, Y in R,

respectively. Then XR = {R[ xyq ] | 0 ≤ q ≤ ℓ}.

Proof. (1) Let Rq = k[[t2, t2q+1]] for 0 ≤ q ≤ ℓ. Then we have the tower

R = Rℓ ! Rℓ−1 ! . . . ! R0 = V

of intermediate rings. Hence the result follows from Proposition 1.12.3.

(2) Let Rq = R[ xyq ] for 0 ≤ q ≤ ℓ. We then have a tower

R = R0 ! R1 ! . . . ! Rℓ ⊆ R

of intermediate rings. Since ℓR(R/R) = ℓ (remember that R = S/(X+Y ℓ)⊕S/(X−Y ℓ),

because chk ̸= 2), the assertion follows Proposition 1.12.3.

We need one more result.

Proposition 1.12.6. Let (R,m) be a Gorenstein local ring with dimR = 1 and assume

that there is an element f ∈ m such that fR is a reduction of m. Let R ⊆ A ⊆ Q(R)

be an intermediate ring and assume that ℓR(A/R) = 1 and that A is a local ring with

maximal ideal n. Then the following assertions hold.

(1) If A has maximal embedding dimension and fA is a reduction of n, then A is an

almost Gorenstein local ring.

(2) If e0m(R) = 3, then A is an almost Gorenstein local ring.

Proof. (1) We get A = R : m, since R ! A ⊆ R : m and ℓR([R : m]/R) = 1. Hence

KA = R : A = R : (R : m) = m ([43, 5.19, Definition 2.4]). Since fA is a reduction of

n and A has maximal embedding dimension, we get n2 = fn, so that n·(m/fA) = (0),

because m/fA ⊆ n/fA. Hence A is an almost Gorenstein local ring (Lemma 1.3.1 (1)).
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(2) We may assume v(A) ≥ 3, where v(A) denotes the embedding dimension of A.

Remember

3 = e0m(R) = e0(fR,A) = ℓR(A/fA) ≥ ℓA(A/fA) = e0n(A) ≥ v(A) ≥ 3,

so that ℓA(A/fA) = e0n(A) = v(A) = 3. Hence fA is a reduction of n by a theorem of

Rees [59] and the assertion follows from assertion (1), because A has maximal embedding

dimension.

We shall now check, for the five cases from (An) to (Dn) separately, that all the

intermediate local rings R ⊆ A ⊆ R are almost Gorenstein.

(1) The case (An). Let R ⊆ A ⊆ R be an intermediate local ring such that A is

a finitely generated R-module. Let n be the maximal ideal of A. Then e0n(A) ≤ 2 by

Lemma 1.12.2 (2), so that A is Gorenstein.

(2) The cases (E6) and (E8). Let V = k[[t]] be the formal power series ring over

k. We then have S/(X3−Y 4) ∼= k[[t3, t4]] and S/(X3−Y 5) ∼= k[[t3, t5]]. We begin with

the following.

Proposition 1.12.7. The following assertions hold true.

(1) Xk[[t3,t4,t5]] = {k[[t3, t4, t5]], k[[t2, t3]], V }.

(2) Xk[[t3,t4]] = {k[[t3, t4]], k[[t3, t4, t5]], k[[t2, t3]], V }.

(3) Xk[[t3,t5]] = {k[[t3, t5]], k[[t3, t5, t7]], k[[t3, t4, t5]], k[[t2, t3]], V }.

Proof. (1) Let A = k[[t3, t4, t5]] and let B ∈ XA such that B ̸= A. We choose f ∈ B \A
and write

f = c1t+ c2t
2 + g

with c1, c2 ∈ k and g ∈ A. If c1 ̸= 0, then fV = tV , so that V = k[[f ]] ⊆ B. Suppose

c1 = 0. Then f = c2t2 + g and c2 ̸= 0, so that t2 ∈ B. Hence k[[t2, t3]] ⊆ B, which

shows B = k[[t2, t3]] or B = V , because ℓk[[t2,t3]](V/k[[t2, t3]]) = 1.

(2) Let A = k[[t3, t4]] and let B ∈ XA such that B ̸= A. We choose f ∈ B \ A and

write

f = c1t+ c2t
2 + c5t

5 + g

with ci ∈ k and g ∈ A. If c1 ̸= 0, then V = k[[f ]] ⊆ B. Suppose c1 = 0 but c2 ̸= 0.

Then, rechoosing f so that c2 = 1,we get t2+c5t5 ∈ B. Hence t3(t2+c5t5) = t5+c5t8 ∈ B.
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Therefore t5 ∈ B, because ⟨3, 4⟩ ∋ n for all n ≥ 8 (here ⟨3, 4⟩ denotes the numerical

semigroup generated by 3, 4). Thus k[[t3, t4, t5]] ! B, whence B = k[[t2, t3]] or B = V .

Suppose that c1 = c2 = 0 for any choice of f ∈ B \ A. We then have t5 ∈ B since

c5 ̸= 0, so that B = k[[t3, t4, t5]].

(3) Let A = k[[t3, t5]] and let B ∈ XA such that B ̸= A. We choose f ∈ B \ A and

write

f = c1t+ c2t
2 + c4t

4 + c7t
7 + g

with ci ∈ k and g ∈ A. If c1 ̸= 0, then B = V . Suppose c1 = 0 but c2 ̸= 0, say c2 = 1.

Then, since t5f = t7 + c4t9 + c7t12 + t5g ∈ B, we get t7 ∈ B (remember that ⟨3, 5⟩ ∋ n

for all n ≥ 8). Hence (t2 + c4t4)2 ∈ B, so that t4 ∈ B. Therefore k[[t2, t3]] ⊆ B. If

c1 = c2 = 0 but c4 = 1, then t4 + c7t7 ∈ B, so that t7 ∈ B because t3(t4 + c7t7) ∈ B.

Hence k[[t3, t4]] ⊆ B. Suppose that c1 = c2 = c7 = 0 for any choice of f ∈ B \ A. We

then have t7 ∈ B, whence B = k[[t3, t5, t7]].

It is standard to check that k[[t3, t4, t5]] and k[[t3, t5, t7]] are almost Gorenstein local

rings, which proves the case (E6) or (E8).

(3) The case (E7). We consider F = X3 −XY 3. Let f = X2 − Y 3. Then X, f is

a system of parameters of S = k[[X, Y ]]. Therefore (F ) = (X) ∩ (f). Let k[[t]] be the

formal power series ring and we get a tower

R = S/(F ) ⊆ S/(X)⊕ S/(f) = k[[Y ]]⊕ k[[t2, t3]] ⊆ k[[Y ]]⊕ k[[t]] = R

of rings, where we naturally identify S/(X) = k[[Y ]] and S/(f) = k[[t2, t3]] ⊆ k[[t]]. Let

R ! A ⊆ R = k[[Y ]] ⊕ k[[t]] be an intermediate local ring. Let p2 : k[[Y ]] ⊕ k[[t]] →
k[[t]], (a, b) ,→ b be the projection and set C = p2(A). Then k[[t2, t3]] ⊆ C ⊆ V , whence

C = k[[t2, t3]] or C = V (Corollary 1.12.5).

We firstly consider the case where C = V . Let n denote the maximal ideal of A.

Claim 1.12.8. There exists an element z ∈ A such that z = (0, t)

Proof of Claim 1.12.8. Since t ∈ C, there exists z ∈ A such that z = (g, t) with g ∈
k[[Y ]]. Then z ∈ n. Suppose g ̸= 0 and write g = Y nε, where n > 0 and ε ∈ U(k[[Y ]]).

Let g denotes the image of g ∈ S = k[[X, Y ]] in A. Then since g = (g, g(t2)) in

S/(X) ⊕ k[[t]], we have z − g = (0, t − g(t2)) and t − g(t2) = t − t2n·ε(t2) = tu2 with

u2 = 1 − t2n−1·ε(t2). Hence because u2 is a unit of C = k[[t]], we may choose a unit
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u ∈ A so that p2(u) = u2. We then have (0, t) = u−1(z − g) ∈ A. Thus z′ = u−1(z − g)

is a required element of A.

Let z = (0, t). Let x = X and y = Y denote the images of X, Y in A, respectively.

Hence x = (0, t3), y = (Y, t2), and therefore x = z3 and z(y− z2) = 0. We consider the

k-algebra map ψ : k[[Y, Z]] → A defined by ψ(Y ) = y, ψ(Z) = z. Then Z(Y − Z2) ∈
Kerψ. We now consider the following commutative diagram

0 !! A !! R = k[[Y ]]⊕ V !! R/A !! 0

0 !! k[[Y,Z]]
(Z(Y−Z2))

ψ̄

""

!! k[[Y,Z]]
(Z) ⊕ k[[Y,Z]]

(Y−Z2)

∼=

""

!! k[[Y,Z]]
(Y,Z)

!! 0,

where the rows are canonical exact sequences and ψ̄ : k[[Y, Z]] → A is the homomor-

phism derived from ψ. Then the induced homomorphism ρ : k[[Y, Z]]/(Y, Z) → R/A

has to be bijective, because R/A ̸= (0) (remember that A is a local ring) and ρ is

surjective. Consequently, ψ̄ : k[[Y, Z]]/(Z(Y − Z2)) → A is an isomorphism, so that A

is a Gorenstein ring.

Next we consider the case where C = k[[t2, t3]]. Hence R ! A ! k[[Y ]] ⊕ k[[t2, t3]].

We set B = k[[t2, t3]] and T = k[[Y ]] ⊕ B. Remember that ℓR(T/R) = 3, whence

ℓR(A/R) = 1 or 2. If ℓR(A/R) = 1, then by Proposition 1.12.6 (2) A is an almost

Gorenstein local ring.

Suppose that ℓR(A/R) = 2. Hence ℓR(T/A) = 1. Therefore as

ℓR(T/A) = [A/n : R/m]·ℓA(T/A),

we get R/m ∼= A/n and ℓA(T/A) = 1, whence n = (0) :A T/A is an ideal of T . Let J

denote the Jacobson radical of T and consider the exact sequence

0 → A/n → T/n → T/A → 0

of A-modules. We then have ℓA(T/n) = 2, so that n = J , because n ⊆ J and ℓA(T/J) =

ℓR(T/J) = 2. Hence A = k+J and n = ((0, t3), (Y, 0), (0, t2)). Let ψ : k[[X, Y, Z]] → A

be the k-algebra map defined by ψ(X) = (0, t3), ψ(Y ) = (Y, 0), ψ(Z) = (0, t2). Then
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X2 − Z3, XY, Y Z ∈ Kerψ and we get the following commutative diagram

0 !! A !! T = k[[Y ]]⊕ k[[t2, t3]] !! T/A !! 0

0 !! k[[X,Y,Z]]
(X,Z)∩(X2−Z3,Y )

ψ̄

""

!! k[[X,Y,Z]]
(X,Z) ⊕ k[[X,Y,Z]]

(X2−Z3,Y )

∼=

""

!! k[[X,Y,Z]]
(X,Y,Z)

!! 0.

For the same reason as above, the induced homomorphism k[[X, Y, Z]]/(X, Y, Z) → T/A

has to be bijective, so that A ∼= k[[X, Y, Z]]/(X,Z) ∩ (X2 − Z3, Y ). Notice now that

(X,Z) ∩ (X2 − Z3, Y ) = I2
(
Z2 X Y
X Z 0

)
= I2

(
Z2 X Y

X+Z2 X+Z Y

)
.

Then thanks to the theorem of Hilbert-Burch and Theorem 1.7.8, A is an almost

Gorenstein local ring, because X + Z2, X + Z, Y is a regular system of parameters

of k[[X, Y, Z]]. This completes the proof of the case (E7).

(4) The case (Dn).

(i) The case where n = 2ℓ + 1 with ℓ ≥ 1. We consider F = Y (X2 − Y 2ℓ+1).

Let f = X2 − Y 2ℓ+1. Then X, f is a system of parameters of S = k[[X, Y ]]. Therefore

(F ) = (Y ) ∩ (f) and we get a tower

R = S/(F ) ⊆ S/(Y )⊕ S/(f) = k[[X]]⊕ k[[t2, t2ℓ+1]] ⊆ k[[X]]⊕ k[[t]] = R

of rings, where we naturally identify S/(Y ) = k[[X]] and S/(f) = k[[t2, t2ℓ+1]] ⊆ k[[t]].

Let R ! A ⊆ R be an intermediate ring and assume that (A, n) is a local ring. Let

p2 : R → V be the projection and set B = p2(A). Then since k[[t2, t2ℓ+1]] ⊆ B ⊆ V , by

Corollary 1.12.5 (1) B = k[[t2, t2q+1]] for some 0 ≤ q ≤ ℓ. We choose an element z ∈ A

so that z = (g, t2q+1) in R = k[[X]] ⊕ k[[t]] with g ∈ k[[X]]. Suppose g ̸= 0 and write

g = Xnε (n > 0, ε ∈ U(k[[X]]). Denote by g the image of g ∈ S = k[[X, Y ]] in A. We

have

z − g = z − (g, (t2ℓ+1)n·ε(t2ℓ+1))

= (0, t2q+1(1− t(2ℓ+1)n−(2q+1)·ε(t2ℓ+1))).

Here we notice that (2ℓ + 1)n− (2q + 1) ≥ 0 and that (2ℓ + 1)n− (2q + 1) = 0 if and

only if n = 1 and ℓ = q.

If (2ℓ+1)n− (2q+1) > 0, we set u2 = 1− t(2ℓ+1)n−(2q+1)·ε(t2ℓ+1). Then u2 ∈ U(B).

We choose an element u ∈ U(A) so that u2 = p2(u). Then

z′ = u−1(z − g) = (0, t2q+1).
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Therefore, replacing z with z′, we may assume without loss of generality that z ∈ A

such that z = (0, t2q+1). Let x = X and y = Y , where X, Y respectively denote the

images of X, Y ∈ S = k[[X, Y ]] in A. Then x = (X, t2q+1) and y = (0, t2), so that

y2q+1 = z2, y(x− yℓ−qz) = 0, and z(x− yℓ−qz) = 0.

Let ψ : k[[X, Y, Z]] → A be the k-algebra map defined by ψ(X) = x, ψ(Y ) = y,

ψ(Z) = z. Then Kerψ ⊇ (Y, Z)∩ (Z2−Y 2q+1, X −Y ℓ−qZ). Therefore, considering the

commutative diagram

0 !! A !! T = k[[X]]⊕ k[[t2, t2q+1]] !! T/A !! 0

0 !! k[[X,Y,Z]]
(Y,Z)∩(Z2−Y 2ℓ+1,X−Y ℓ−qZ)

ψ̄

""

!! k[[X,Y,Z]]
(Y,Z) ⊕ k[[X,Y,Z]]

(Z2−Y 2ℓ+1,X−Y ℓ−qZ)

∼=

""

!! k[[X,Y,Z]]
(X,Y,Z)

!! 0,

we see that

A ∼= k[[X, Y, Z]]/(Y, Z) ∩ (X − Y ℓ−qZ,Z2 − Y 2q+1),

because T/A ̸= (0). Notice now that

(X,Z) ∩ (X2 − Z3, Y ) = I2
(
Y 2q Z X−Y ℓ−q

Z Y 0

)
= I2

(
Y 2q Z X−Y ℓ−qZ

Z−Y 2q Y−Z Y ℓ−qZ−X

)
.

Then by Theorem 1.7.8 A is an almost Gorenstein local ring, because Z − Y 2q, Y −
Z, Y ℓ−qZ −X is a regular system of parameters of k[[X, Y, Z]].

If n = 1 and ℓ = q, then R ! A ! k[[X]] ⊕ k[[t2, t2ℓ+1]], so that ℓR(A/R) = 1

(remember that ℓR((k[[X]] ⊕ k[[t2, t2ℓ+1]])/R) = 2). Hence A is an almost Gorenstein

local ring by Proposition 1.12.6 (2).

(ii) The case where n = 2ℓ with ℓ ≥ 1. Let f = X2−Y 2ℓ = (X+Y ℓ)(X−Y ℓ) and

T = S/(f). Since ch k ̸= 2, X +Y ℓ, X −Y ℓ is a system of parameters of S = k[[X, Y ]],

so we get the exact sequence

0 → T
α−→ S/(X + Y ℓ)⊕ S/(X − Y ℓ)

β−→ S/(X, Y ℓ) → 0.

Hence ℓT (T/T ) = ℓ. We look at the tower

R ⊆ k[[X]]⊕ T ⊆ k[[X]]⊕ T = R

of rings and consider an intermediate ring R ! A ! R such that (A, n) is a local

ring. Let p2 : k[[X]] ⊕ T → T be the projection and set B = p2(A). We denote
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by x, y the images of X, Y in T = S/(f), respectively. Then by Corollary 1.12.5 (2)

B = T [ xyq ] for some 0 ≤ q ≤ ℓ. Here we notice that q < ℓ, since A ̸= R. We choose

an element z ∈ A so that z = (g, x
yq ), where g ∈ k[[X]]. If g ̸= 0, then we write

g = Xnε (n > 0, ε ∈ U(k[[X]]). Let g be the image of g ∈ S in A. We then have

z − g = (g,
x

yq
)− (g, xn·ε(x)) = (0,

x

yq
·(1− (

x

yq
)n−1)·ynq·ε(x)).

Suppose now that 1− ( x
yq )

n−1)ynqε(x) ∈ U(B) (this is the case if n > 1 or if n = 1

and q > 0). We then have (0, x
yq ) ∈ A for the same reason as above. Let x1, y1 be the

images of X, Y ∈ S in A, respectively. Hence x1 = (X, x) and y1 = (0, y), so that

z2 − y2(ℓ−q)
1 , y1(x1 − yq1z) = 0, and z(x1 − yq1z) = 0.

Let ψ : k[[X, Y, Z]] → A be the k-algebra map defined by ψ(X) = x1, ψ(Y ) = y1,

ψ(Z) = z. Then Kerψ ⊇ (Y, Z) ∩ (Z2 − Y 2(ℓ−q), X − Y qZ), and by the commutative

diagram

0 !! A !! k[[X]]⊕ B !! D !! 0

0 !! k[[X,Y,Z]]
(Y,Z)∩(Z2−Y 2(ℓ−q),X−Y qZ)

ψ̄

""

!! k[[X,Y,Z]]
(Y,Z) ⊕ k[[X,Y,Z]]

(Z2−Y 2(ℓ−q),X−Y qZ)

∼=

""

!! k[[X,Y,Z]]
(X,Y,Z)

!! 0

we get

A ∼= k[[X, Y, Z]]/(Y, Z) ∩ (X − Y qZ,Z2 − Y 2(ℓ−q)).

Notice that

(Y, Z) ∩ (Z2 − Y 2ℓ−q, X − Y qZ) = I2
(

Y Z 0
Z Y 2ℓ−q)−1 X−Y qZ

)
= I2

(
Y Z 0

Z+Y Z+Y 2(ℓ−q)−1 X−Y qZ

)
.

If ℓ− q = 1, then Z, Y 2ℓ−q)−1, X−Y qZ is a regular system of parameters of k[[X, Y, Z]]

and if ℓ− q ≥ 2, then Z + Y, Y 2(ℓ−q)−1 +Z,X − Y qZ is a regular system of parameters

of k[[X, Y, Z]], so that A is an almost Gorenstein local ring in any case.

If n = 1 and q = 0, then R ! A ! k[[X]] ⊕ T , so that ℓR(A/R) = 1, because

ℓR((k[[X]]⊕ T ) /R) = 2. Therefore A is an almost Gorenstein local ring by Proposition

1.12.6 (2). This completes the proof of Theorem 1.12.1 as well as the proof of the case

(Dn).

67





Chapter 2

The almost Gorenstein Rees algebras of
parameters

2.1 Introduction

This chapter purposes to study the question of when the Rees algebras of given ideals

are almost Gorenstein rings. Almost Gorenstein rings are newcomers, which form a class

of Cohen-Macaulay rings that are not necessarily Gorenstein but still good, hopefully

next to the Gorenstein rings. The notion of this kind of local rings dates back to the

article [8] of V. Barucci and R. Fröberg in 1997. They introduced almost Gorenstein

rings in the case where the local rings are of dimension one and analytically unramified.

One can refer to [8] for a beautiful theory of almost symmetric numerical semigroups.

Nevertheless, since the notion given by [8] was not flexible for the analysis of analytically

ramified case, in 2013 S. Goto, N. Matsuoka and T. T. Phuong [26] extended the notion

over arbitrary (but still of dimension one) Cohen-Macaulay local rings. The reader may

consult [26] for concrete examples of analytically ramified almost Gorenstein local rings

as well as generalizations/repairs of results given in [8]. It was 2015 when S. Goto,

R. Takahashi and N. Taniguchi [36] finally gave the definition of almost Gorenstein

graded/local rings of higher dimension. We recall here the precise definitions which we

need throughout this chapter.

Definition 2.1.1. Let (R,m) be a Cohen-Macaulay local ring possessing the canonical

module KR. Then we say that R is an almost Gorenstein local ring, if there exists an

exact sequence

0 → R → KR → C → 0
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of R-modules such that µR(C) = e0m(C), where µR(C) (resp. e0m(C)) stands for the

number of elements in a minimal system of generators for C (resp. the multiplicity of

C with respect to m).

Definition 2.1.2. Let R =
⊕

n≥0 Rn be a Cohen-Macaulay graded ring with R0 a local

ring. Suppose that R possesses the graded canonical module KR. Then R is called an

almost Gorenstein graded ring, if there exists an exact sequence

0 → R → KR(−a) → C → 0

of graded R-modules such that µR(C) = e0M(C), where M is the unique graded maximal

ideal of R and a = a(R) denotes the a-invariant of R. Remember that KR(−a) stands

for the graded R-module whose underlying R-module is the same as that of KR and

whose grading is given by [KR(−a)]n = [KR]n−a for all n ∈ Z.

Definition 2.1.2 means that if R is an almost Gorenstein graded ring, then even

though R is not a Gorenstein ring, R can be embedded into the graded R-module

KR(−a), so that the difference KR(−a)/R is a graded Ulrich R-module (see [10], [36,

Section 2]) and behaves well. The reader may consult [36] about a basic theory of almost

Gorenstein graded/local rings and the relation between the graded theory and the local

theory. For instance, it is shown in [36] that certain Cohen-Macaulay local rings of finite

Cohen-Macaulay representation type, including two-dimensional rational singularities,

are almost Gorenstein local rings. The almost Gorenstein local rings which are not

Gorenstein are G-regular ([36, Corollary 4.5]) in the sense of [71] and they are now

getting revealed to enjoy good properties. However, in order to develop a more theory,

it is still required to find more examples of almost Gorenstein graded/local rings. This

observation has strongly motivated the present research.

On the other hand, as for the Rees algebras we nowadays have a satisfactorily de-

veloped theory about the Cohen-Macaulay property (see, e.g., [33, 46, 55, 66]). Among

them Gorenstein Rees algebras are rather rare ([49]). Nevertheless, as is shown in [34],

some of the non-Gorenstein Cohen-Macaulay Rees algebras can be almost Gorenstein

graded rings, which we are eager to report also in this chapter.

Let us now state our results, explaining how this chapter is organized. Throughout

this chapter let (R,m) be a Gorenstein local ring with d = dimR. For each ideal I in

R let R(I) = R[It] (t denotes an indeterminate over R) be the Rees algebra of I. We
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set R = R(I) and M = mR+R+. We are mainly interested in the almost Gorenstein

property of R and RM in the following two cases. The first one is the case where I = Q

is generated by a part a1, a2, . . . , ar of a system of parameters for R. The second one is

the case where I = Q : m, that is I is the socle ideal of a full parameter ideal Q of R.

In Section 2.2 we study the first case. We will show that RM is an almost Gorenstein

local ring if and only if R is a regular local ring, provided Q = (a1, a2, . . . , ar) with

r = µR(Q) ≥ 3 (Theorem 2.2.7). The result on the almost Gorensteinness in the ring

R is stated as follows, which is a generalization of [36, Theorem 8.3].

Theorem 2.1.3 (Theorem 2.2.8). Let R be a Gorenstein local ring, a1, a2, . . . , ar (r ≥
3) a subsystem of parameters for R and set Q = (a1, a2, . . . , ar). Then the following

conditions are equivalent.

(1) R(Q) is an almost Gorenstein graded ring.

(2) R is a regular local ring and a1, a2, . . . , ar form a part of a regular system of param-

eters for R.

In Section 2.3 we shall study the second case where I = Q : m is the socle ideal of

a parameter ideal Q in a regular local ring R. The reader may consult [34] for the case

where dimR = 2 and in the present chapter we focus our attention on the case where

dimR ≥ 3. Then somewhat surprisingly we have the following.

Theorem 2.1.4 (Theorem 2.3.6). Let (R,m) be a regular local ring with d = dimR ≥ 3

and infinite residue class field. Let Q be a parameter ideal of R such that Q ̸= m and

set I = Q : m. Then the following conditions are equivalent.

(1) R(I) is an almost Gorenstein graded ring.

(2) Either I = m, or d = 3 and I = (x) +m2 for some x ∈ m \m2.

Theorems 2.1.3 and 2.1.4 might suggest that when dimR ≥ 3, except the case where

I = Q the Rees algebras which are almost Gorenstein graded rings are rather rare. We

shall continue the quest also in the future to get more evidence.

In what follows, unless otherwise specified, let R stand for a Noetherian local ring

with maximal ideal m. For each finitely generated R-module M let µR(M) (resp.

ℓR(M)) denote the number of elements in a minimal system of generators of M (resp.

the length of M). We denote by e0m(M) the multiplicity of M with respect to m. Let

KR denote the canonical module of R.
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2.2 The case where the ideals are generated by a
subsystem of parameters

Let (R,m) be a Gorenstein local ring with d = dimR ≥ 3 and let a1, a2, . . . , ar (r ≥ 3)

be a subsystem of parameters for R. We set Q = (a1, a2, . . . , ar). Let

R = R(Q) = R[Qt] ⊆ R[t]

denote the Rees algebra of Q and set M = mR + R+, where t is an indeterminate

over R. Remember that a(R) = −1. In this section we study the almost Gorenstein

property of R and RM. To do this we need some machinery.

Let S = R[X1, X2, . . . , Xr] be the polynomial ring over R. We consider S as a

graded ring with degXi = 1 for each 1 ≤ i ≤ r and set N = mS+S+. Let Ψ :S −→R
be the R-algebra map defined byΨ( Xi) = ait for 1 ≤ i ≤ r. We set

A =

(
X1 X2 · · · Xr

a1 a2 · · · ar

)
.

Then KerΨ is generated by 2× 2 minors of the matrix A, that is

KerΨ= I2

(
X1 X2 · · · Xr

a1 a2 · · · ar

)
,

which is a perfect ideal of S with grade r − 1. Let

C• : 0 → Cr−1
dr−1→ Cr−2 → · · · → C1 → C0

be the Eagon-Northcott complex associated with the matrix A ([17]). Since we are

strongly interested in the form of the matrix corresponding to the differentiation

Cr−1
dr−1→ Cr−2, let us briefly remind the reader about the construction of the com-

plex.

Now let L be a finitely generated free S-module of rank r with basis {Ti}1≤i≤r. We

denote by K = ΛL the exterior algebra of L over S and let K•(X1, X2, . . . , Xr;S) (resp.

K•(a1, a2, . . . , ar;S)) be the Koszul complex of S generated by X1, X2, . . . , Xr (resp.

a1, a2, . . . , ar) with differentiations ∂1 (resp. ∂2). Let U = S[Y1, Y2] be the polynomial

ring with two indeterminates Y1, Y2 over S. We set C0 = S and Cn = Kn+1 ⊗S Un−1 for

each 1 ≤ n ≤ r − 1. Hence Cn is a finitely generated free S-module with free basis

{Ti1Ti2 · · ·Tin+1 ⊗ Y ν1
1 Y ν2

2 | 1 ≤ i1 < i2 < · · · < in+1 ≤ r,ν 1 + ν2 = n− 1}.
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We consider Cn to be a graded S-module so that

deg(Ti1Ti2 . . . Tin+1 ⊗ Y ν1
1 Y ν2

2 ) = ν1 + 1.

Then the Eagon-Northcott complex

C• : 0 → Cr−1 → Cr−2 → · · · → C1 → C0 → 0

associated with A is defined to be a complex of graded free S-modules with differenti-

ations

dn(Ti1Ti2 · · ·Tin+1 ⊗ Y ν1
1 Y ν2

2 ) =
∑

j=1,2 and νj>0

∂j(Ti1Ti2 · · ·Tin+1)⊗ Y ν1
1 · · ·Y νj−1

j · · ·Y ν2
2

for n ≥ 2 and

d1(Ti1Ti2 ⊗ 1) = det

(
Xi1 Xi2

ai1 ai2

)
.

Hence d1(C1) = I2(A) ⊆ S. The complex C• is acyclic and gives rise to a graded minimal

S-free resolution of R, since I2(A) is perfect of grade r − 1 and Xi, ai ∈ N = mS + S+

for all 1 ≤ i ≤ r (cf. [17]).

LetM denote the matrix of the differentiation Cr−1
dr−1−→ Cr−2 with respect to the free

basis {T1T2 · · ·Tr ⊗Y i
1Y

r−2−i
2 }0≤i≤r−2 and {T1 · · ·

∨
Tj · · ·Tr ⊗Y k

1 Y
r−3−k
2 }1≤j≤r, 0≤k≤r−3 of

Cr−1 and Cr−2, respectively. Then a standard computation gives the following.

Proposition 2.2.1.

tM =

⎛

⎜⎜⎜⎜⎜⎝

a1 − a2 · · · (−1)r+1ar 0
X1 −X2 · · · (−1)r+1Xr a1 − a2 · · · (−1)r+1ar

. . .
X1 −X2 · · · (−1)r+1Xr a1 − a2 · · · (−1)r+1ar

0 X1 −X2 · · · (−1)r+1Xr

⎞

⎟⎟⎟⎟⎟⎠
.

We take the S(−r)-dual of the resolution C• to get the following presentation of the

graded canonical module KR of R, where
⊕r−2

i=1 S (−(i+ 1))⊕r and
⊕r−1

i=1 S(−i) con-

sist of column vectors, say
⊕r−1

i=1 S(−i) = t [S(−(r − 1))⊕ · · ·⊕ S(−2)⊕ S(−1)] and
⊕r−2

i=1 S (−(i+ 1))⊕r = t
[
S (−(r − 1))⊕r ⊕ · · ·S (−3)⊕r ⊕ S (−2)⊕r].

Corollary 2.2.2.

r−2⊕

i=1

S (−(i+ 1))⊕r tM−→
r−1⊕

i=1

S(−i)
ε−→ KR → 0.
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Hence r(R) = r − 1 ≥ 2, where r(R) denotes the Cohen-Macaulay type of R.

For each graded S-module M and q ∈ Z we denote by M (q) =
∑

n∈Z Mnq the

Veronesean submodule of M with degree q. Remember that M (q) is a graded S(q)-

module whose grading is given by [M (q)]n = Mnq for n ∈ Z. We then have the following.

This might be known (see, e.g., [24]). Let us note a brief proof in our context.

Proposition 2.2.3. R(Qr−1) is a Gorenstein ring.

Proof. Notice that R(Qr−1) = R(r−1). Let η = ε(f) ∈ [KR]r−1 in the presentation

given by Corollary 2.2.2 where f =

(
1
0
...
0

)
∈
⊕r−1

i=1 S(−i), and set D = KR/Rη. Then

D0 = (0), since [KR]r−1 = Rη and we get by Proposition 2.2.1 the isomorphism

D/mD ∼=
r−2⊕

i=1

[S/N] (−i)

of graded S-modules, which shows that dimRM
DM ≤ d and that D(r−1) = (0), because

D(r−1)/mD(r−1) = [D/mD](r−1) = (0).

We now consider the exact sequence

(Er−1) R ψ→ KR(r − 1) → D → 0

of graded R-modules, where ψ(1) = η. Then the homomorphism ψ is injective by [36,

Lemma 3.1 (1)], so that applying the functor [ ∗ ](r−1) to sequence (Er−1), we get the

isomorphism

R(r−1) ∼= [KR]
(r−1) (−1)

of graded R(r−1)-modules. Thus R(Qr−1) = R(r−1) is a Gorenstein ring, because

[KR]
(r−1) ∼= KR(r−1) (cf. [40]).

Before going ahead, let us discuss a little bit more about the presentation

r−2⊕

i=1

S(−(i+ 1))⊕r
tM−→

r−1⊕

i=1

S(−i)
ε−→ KR → 0

in Corollary 2.2.2 of the graded canonical module KR of R. We set ξ = ε(e) ∈ [KR]1

where e =

(
0
...
0
1

)
∈
⊕r−1

i=1 S(−i), whence [KR]1 = Rξ. We set C = KR/Rξ. Hence

C ∼= Coker

[
r−2⊕

i=1

S(−(i+ 1))⊕r N−→
r−1⊕

i=2

S(−i)

]
,

74



where N denotes the matrix obtained from tM by deleting the bottom row, so that

Proposition 2.2.1 gives the following.

Lemma 2.2.4.

C/S+C ∼= S/(S+ +QS)⊗S

[
r−1⊕

i=2

S(−i)

]

∼=
r−1⊕

i=2

[R/Q](−i)

as graded S-modules, where R = S/S+ is considered trivially to be a graded S-module.

In particular dimRM
CM ≤ d. Therefore by [36, Lemma 3.1 (1)] dimR C = d and

the homomorphism ϕ : R → KR(1) defined by ϕ(1) = ξ is injective, so that we get the

following.

Corollary 2.2.5. The sequence

0 → R ϕ−→ KR(1) → C → 0

of graded R-modules is exact and dimR C = d.

We need the following result to prove Theorem 2.2.7 below.

Proposition 2.2.6. Let a be an ideal in a Gorenstein local ring B and suppose that

A = B/a is an almost Gorenstein local ring. If A is not a Gorenstein ring but pdB A <

∞, then B is a regular local ring.

Proof. Enlarging it if necessary, we may assume the residue class field of B to be infinite.

We choose an exact sequence

0 → A → KA → C → 0

of A-modules so that C ̸= (0) and C is an Ulrich A-module. Then pdB KA < ∞,

because B is a Gorenstein ring and pdB A < ∞. Hence pdB C < ∞. We take an

A-regular sequence f1, f2, . . . , fd−1 ∈ n (d = dimA) such that nC = (f1, f2, . . . , fd−1)C

(this choice is possible; see [36, Proposition 2.2 (2)]) and set b = (f1, f2, . . . , fd−1). Then

by [36, Proof of Theorem 3.7] we get an exact sequence

0 → A/bA → KA/bKA → C/bC → 0,

whence B is a regular local ring, because pdB C/bC < ∞ and C/bC ( ̸= (0)) is a vector

space over B/n.
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Theorem 2.2.7. The following conditions are equivalent.

(1) RM is an almost Gorenstein local ring.

(2) R is a regular local ring.

Proof. (1) ⇒ (2) This readily follows from Proposition 2.2.6. Remember that R is a

perfect S-module.

(2) ⇒ (1) We maintain the same notaion as in Lemma 2.2.4. Then

C/mC ∼= (S/N)⊕(r−2)

by Lemma 2.2.4, whenceMC = mC. Therefore C is a graded UlrichR-module, because

dimR C = d (cf. Corollary 2.2.5) and m is generated by d elements. Thus the exact

sequence

0 → RM
RM ⊗ϕ−→ [KR]M → CM → 0

derived from the sequence in Corollary 2.2.5 guarantees thatRM is an almost Gorenstein

local ring, because KRM
= [KR]M.

We are now in a position to study the question of when the Rees algebra R(Q) is

an almost Gorenstein graded ring. Our answer is the following.

Theorem 2.2.8. The following conditions are equivalent.

(1) R is an almost Gorenstein graded ring.

(2) R is a regular local ring and a1, a2, . . . , ar form a part of a regular system of param-

eters for R.

Proof. (2) ⇒ (1) We maintain the same notation as in Lemma 2.2.4. Firstly choose

elements y1, y2, . . . , yd−r ∈ m so that m = Q+ a, where a = (y1, y2, . . . , yd−r). We then

have by Lemma 2.2.4

C/(S+ + aS)C ∼=
r−1⊕

i=2

[R/m](−i),

so that N· [(C/(S+ + aS)C] = (0). Therefore C is a graded Ulrich R-module, whence

R is an almost Gorenstein graded ring by Corollary 2.2.5.
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(1) ⇒ (2) Suppose that R is an almost Gorenstein graded ring and consider the

exact sequence

0 −→R φ−→ KR(1) −→ C −→ 0

of graded R-modules such that µR(C) = e0M(C). We set ρ = φ(1). Then since r(R) =

r − 1 ≥ 2, we have ρ = φ(1) ̸∈ m·[KR]1 by [36, Corporally 3.10]. Hence [KR]1 = Rρ

(remember that [KR]1 ∼= R; see Corollary 2.2.2). Thus C ̸= (0), dimR C = d, and

Cn = (0) for every n ≤ 1. Therefore C =
∑r−1

i=2 Sξi with ξi ∈ Ci by Corollary 2.2.2 and

hence Qr−2C = (0), because Q(C/S+C) = (0) by Lemma 2.2.4. We set a = (0) :S C

and b = a ∩R. Hence Qr−2 ⊆ b ⊆ Q (see Proposition 2.2.4).

Claim. e0M(C) = (r − 2)·e0m/Q(R/Q).

Proof of Claim. We may assume the field R/m to be infinite. We set S = S/a, A =

[S]0 (= R/b), and n the maximal ideal of A. Notice that dimA = d− r, since Qr−2 ⊆
b ⊆ Q. Let B = A[z1, z2, . . . , zr] be the standard graded polynomial ring and let

ψ : B → S be the A-algebra map defined by ψ(zi) = Xi for each 1 ≤ i ≤ r, where Xi

denotes the image of Xi in S. We regard C to be a graded B-module via ψ. Notice that

dimB C = dimB = d. Let us choose elements y1, y2, . . . , yd−r of m so that their images

{yi}1≤i≤d−r in A = R/b generate a reduction of n. Then (yi | 1 ≤ i ≤ d − r)B + B+

is a reduction of the unique graded maximal ideal nB + B+ of B, while the images of

{yi}1≤i≤d−r in R/Q generate a reduction of the maximal ideal m/Q of R/Q, since R/Q

is a homomorphic image of A = R/b. Hence setting NB = nB + B+, we get

e0M(C) = e0NB
(C)

= ℓB(C/ [(yi | 1 ≤ i ≤ d− r)B + B+]C)

= ℓS(C/ [(yi | 1 ≤ i ≤ d− r)S + S+]C)

= (r − 2)·ℓR(R/[Q+ (yi | 1 ≤ i ≤ d− r)]) (by Lemma 2.2.4)

= (r − 2)·e0m/Q(R/Q)

as claimed.

Since R is an almost Gorenstein graded ring with r(R) = r − 1 ≥ 2, we have

e0M(C) = r−2 by [36, Corollary 3.10], so that e0m/Q(R/Q) = 1 by the above claim. Thus

R is a regular local ring and a1, a2, . . . , ar form a part of a regular system of parameters

for R.
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Remark 2.2.9. Let R =
⊕

n≥0Rn be a Cohen-Macaulay graded ring such that R0 is a

local ring. Assume that R possesses the graded canonical module KR and let M denote

the graded maximal ideal of R. Then because KRM
= [KR]M, RM is by definition an

almost Gorenstein local ring, once R is an almost Gorenstein graded ring. Theorems

2.2.7 and 2.2.8 show that the converse is not true in general. This phenomenon is

already recognized by [36, Example 8.8]. See [36, Section 11] for the interplay between

the graded theory and the local theory.

Before closing this section, let us discuss a bit about the case where r = 2.

Proposition 2.2.10. Let (R,m) be a Cohen-Macaulay local ring and let a, b be a sub-

system of parameters for R. We set Q = (a, b), R = R(Q), and M = mR + R+. If

RM is an almost Gorenstein local ring, then R is a Gorenstein ring, so that R is a

Gorenstein ring.

Proof. Let S = R[x, y] be the polynomial ring over R and consider the R-algebra map

Ψ : S → R defined byΨ( x) = at, Ψ (y) = bt. Then KerΨ = (bx−ay) and bx−ay ∈ N2,

where N = mS + S+. Therefore since RM = SN/(bx − ay)SN is an almost Gorenstein

local ring, by [36, Theorem 3.7 (1)] SN must be a Gorenstein local ring, whence so is

R.

Remark 2.2.11. Let (R,m) be a Cohen-Macaulay local ring and let Q be an ideal of

R generated by a subsystem a1, a2, . . . , ar of parameters for R. We set R = R(Q) and

M = mR+R+. With this setting the authors do not know whether R is necessarily a

Gorenstein ring and hence a regular local ring, if R (resp. RM) is an almost Gorenstein

graded (resp. local) ring, provided r ≥ 3.

2.3 The case where the ideals are socle ideals of
parameters

In this section we explore the question of when the Rees algebras of socle ideals are

almost Gorenstein. In what follows, let (R,m) be a Gorenstein local ring of dimension

d ≥ 3 with infinite residue class field. Let I be an m-primary ideal of R. We assume

that our ideal I contains a parameter ideal Q = (a1, a2, . . . , ad) of R such that I2 = QI.

We set J = Q : I, R = R[It] ⊆ R[t] (t an indeterminate over R), and M = mR+R+.
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Notice that R is a Cohen-Macaulay ring ([33]) and a(R) = −1. We are interested in

the question of when R (resp. RM) is an almost Gorenstein graded (resp. local) ring.

Let us note the following.

Theorem 2.3.1 ([75, Theorem 2.7]).

KR(1) ∼=
d−3∑

i=0

R·ti +R·Jtd−2

as a graded R-module.

As a direct consequence we get the following.

Corollary 2.3.2. r(R) = (d− 2) + µR(J/I).

Here r(R) denotes the Cohen-Macaulay type of R. Consequently, R is a Gorenstein

ring if and only if d = 3 and I = J , that is I is a good ideal in the sense of [25].

Let us begin with the following.

Lemma 2.3.3. Suppose that Q ⊆ m2. Then µR(mQ) = d·µR(m).

Proof. Let σ : m ⊗R Q → mQ be the R-linear map defined by σ(x ⊗ y) = xy for all

x ∈ m and y ∈ Q. To see µR(mQ) = d·µR(m), it is enough to show that

Ker σ ⊆ m· [m⊗R Q] .

Let x ∈ Ker σ and write x =
∑d

i=1 fi ⊗ ai with fi ∈ m. Then since
∑d

i=1 aifi =

0 and a1, a2, . . . , ad form an R-regular sequence, for each 1 ≤ i ≤ d we have fi ∈
(a1, . . . ,

∨
ai, . . . , ad) ⊆ m2. Hence x ∈ m· [m⊗R Q] as required.

Theorem 2.3.4. If J = m and I ⊆ m2, then RM is not an almost Gorenstein local

ring.

Proof of Theorem 2.3.4. We set A = RM and suppose that A is an almost Gorenstein

local ring. Notice that A is not a Gorenstein ring, since J ̸= I (Corollary 2.3.2). We

choose an exact sequence

0 → A
ϕ→ KA → C → 0
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of A-modules with C ̸= (0) and C an Ulrich A-module. Let n denote the maximal

ideal of A and choose elements f1, f2, . . . , fd ∈ n so that nC = (f1, f2, . . . , fd)C. Let

ξ = ϕ(1). Then because ξ ̸∈ nKA by [36, Corollary 3.10], we get

µA(nC) ≤ d·(r − 1),

where r = r(A) = (d − 2) + µR(J/I) (Corollary 2.3.2). As ξ /∈ nKA, we also have the

exact sequence

0 → nξ → nKA → nC → 0.

Therefore because KA = [KR]M, we get the estimation

µR(MKR) = µA(nKA) ≤ µA(nC) + µA(n)

≤ d· [(d− 2) + µR(J/I)− 1] + [µR(m) + µR(I)] .

On the other hand, since M = (m, It)R and KR(1) =
d−3∑

i=0

R·ti +R·Jtd−2 by Theorem

2.3.1), it is straightforward to check that

µR(MKR) = (d− 2)·µR(m) + µR(I +mJ) + µR(IJ/I
2).

Therefore

[
µR(I +mJ) + µR(IJ/I

2)
]
− [µR(I) + d·µR(J/I)] ≤ (d− 3)· [d− µR(m)] ≤ 0,

whence

(∗) µR(I +mJ) + µR(IJ/I
2) ≤ µR(I) + d·µR(J/I).

We now use the hypothesis that J = m and I ⊆ m2. Notice that mI = mQ, since

I = Q : m and Q is a minimal reduction of I. Then by the above estimation (∗) we get

µR(m
2) + µR(mQ) ≤ µR(I) + d·µR(m),

whence µR(m2) ≤ µR(I) by Lemma 2.3.3. Therefore

(
d+ 1

2

)
≤ µR(m

2) ≤ µR(I) = d+ 1,

which is impossible, because d ≥ 3.
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Corollary 2.3.5. Let Q be a parameter ideal of R such that Q ⊆ m2. Then RM is not

an almost Gorenstein local ring, where R = R(Q : m) and M = mR+R+.

Proof. Let I = Q : m. Then I2 = QI and I ⊆ m2 by [78, Theorem 1.1], while

Q : I = Q : (Q : m) = m, since R is a Gorenstein ring.

Let us study the case where R is a regular local ring. The goal is the following.

Theorem 2.3.6. Let (R,m) be a regular local ring of dimension d ≥ 3 with infinite

residue class field. Let Q be a parameter ideal of R. Assume that Q ̸= m and set

I = Q : m. Then the following conditions are equivalent.

(1) R(I) is an almost Gorenstein graded ring.

(2) Either I = m, or d = 3 and I = (x) +m2 for some x ∈ m \m2.

We divide the proof of Theorem 2.3.6 into several steps. Let us begin with the case

where Q ! m2. Our setting is the following.

Setting 2.3.7. Let (R,m) be a regular local ring of dimension d ≥ 3 with infinite

residue class field. We write m = (x1, x2, . . . , xd). Let Q be a parameter ideal of R and

let 1 ≤ i ≤ d− 2 be an integer. For the ideal Q and the integer i we assume that

(xj | 1 ≤ j ≤ i) ⊆ Q ⊆ (xj | 1 ≤ j ≤ i) +m2.

We set a = (xj | 1 ≤ j ≤ i), b = (xj | i + 1 ≤ j ≤ d), and I = Q : m. Hence

Q = a+ (aj | i+ 1 ≤ j ≤ d) with aj ∈ b2, so that we have the presentation

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

x1

x2
...
xi

ai+1
...
ad

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

1
. . . 0

1

0 αjk

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

x1

x2
...
xi

xi+1
...
xd

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

with αjk ∈ b for every i+1 ≤ j, k ≤ d. Let ∆ = det(αjk). Then∆ ∈ b2 and Q : ∆ = m

by [42, Theorem 3.1], whence I = Q + (∆). Consequently we have the following. See

Corollary 2.3.2 for assertion (4).
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Proposition 2.3.8. The following assertions hold true.

(1) I2 = QI.

(2) Q : I = m.

(3) I ⊆ a+ b2.

(4) µR(m/I) = d− i and r(R) = 2d− (i+ 2).

Proposition 2.3.9. µR(mQ/I2) = d(d− i).

Proof. Since m = a+ b and a ⊆ Q, we get

mQ/[I2 +m2Q] ∼= bQ/[bQ ∩ (Q2 +mbQ)],

while Q∩b ⊆ mb, since Q = a+(aj | i+1 ≤ j ≤ d) and aj ∈ b2 for every i+1 ≤ j ≤ d.

Hence Q2 ∩ bQ ⊆ mbQ, so that

bQ ∩ (Q2 +mbQ) = mbQ.

Therefore µR(mQ/I2) = µR(bQ). The method in the proof of Lemma 2.3.3 works to

get µR(bQ) = µR(b⊗R Q) = d(d− i) as claimed.

The following is the heart of the proof.

Proposition 2.3.10. Suppose that R(I) is an almost Gorenstein graded ring. Then

d = 3 and I = (x1) +m2.

Proof. Since r(R) = 2d − (i + 2) ≥ 3 by Proposition 2.3.8 (4), R is not a Gorenstein

ring. We take an exact sequence

0 → R ϕ→ KR(1) → C → 0

of graded R-modules so that C ̸= (0) and µR(C) = e0M(C). Since [KR]1 ∼= R (see

Corollary 2.3.2) and ξ = ϕ(1) /∈ M·[KR(1)], ξ is a unit of R. Therefore the isomorphism

of Theorem 2.3.1 shows

C ∼=

[
d−3∑

i=1

R·ti +R·mtd−2

]
/R+,

from which by a direct computation we get the following.
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Fact 2.3.11.

µR(MC) =

{
µR(m2/I ∩m2) + µR(mQ/I2) (d = 3),
(d− i) + d(d− 4) + µR(I +m2) + µR(mQ/I2) (d ≥ 4).

On the other hand we have µRM
(CM) = r(R)−1 = 2d− (i+3) by [36, Corollary 3.10].

Consequently

µR(MC) = µRM
(MCM) ≤ d· (2d− (i+ 3)) ,

because CM is an Ulrich RM-module with dimRM
CM = d ([36, Proposition 2.2 (2)]).

Assume now that d ≥ 4. Then by Fact 2.3.11 and Proposition 2.3.9 we have

(d− i) + d(d− 4) + µR(I +m2) + d(d− i) ≤ d(2d− (i+ 3)),

so that µR(I +m2) ≤ i. This is impossible, because

µR(I +m2) = µR(a+m2) = i+

(
d− i+ 1

2

)
> i.

Therefore we get d = 3 and i = 1, whence

µR(m
2/[I ∩m2]) + µR(mQ/I2) ≤ 6,

so that we have m2 = I ∩m2 ⊆ I, because µR(mQ/I2) = 6 by Proposition 2.3.9. Thus

I = (x1) +m2 by Proposition 2.3.8 (3).

We are now in a position to finish the proof of Theorem 2.3.6.

Proof of Theorem 2.3.6. (1) ⇒ (2) If Q is integrally closed in R, then by [21, Theorem

3.1] Q = (x1, x2, . . . , xd−1, x
q
d) for some regular system {xi}1≤i≤d of parameters of R and

for some integer q ≥ 1. Therefore

I = Q : m = Q : xd = (x1, x2, . . . , xd−1, x
q−1
d ),

so that we have q = 2 by Theorem 2.2.8, that is I = m. Suppose that Q is not integrally

closed in R. Then Q ! m2 by Corollary 2.3.5. Let {xj}1≤j≤d be a regular system of

parameters for R and take the integer 1 ≤ i ≤ d − 2 so that (xj | 1 ≤ j ≤ i) ⊆ Q ⊆
(xj | 1 ≤ j ≤ i) + m2 (cf. [21, Theorem 3.1]). We then have d = 3 and I = (x1) + m2

by Proposition 2.3.10.

(2) ⇒ (1) This follows from Theorem 2.2.8 and the following proposition.
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Proposition 2.3.12. Let (R,m) be a Gorenstein local ring with dimR = 3 and infinite

residue class field. Let Q be a parameter ideal of R. Assume that Q ̸= m and set

I = Q : m. If I2 = QI and m2 ⊆ I, then R(I) is an almost Gorenstein graded ring.

Proof. We have KR(1) = R+R·mt. Consider the exact sequence

0 → R ϕ→ KR(1) → C → 0

of graded R-modules with ϕ(1) = 1. Then since m2 ⊆ I and mI = mQ, we readily see

M [R·mt] ⊆ R+Qt [R·mt]

which shows C is a graded Ulrich R-module (see [36, Proposition 2.2 (2)]. Thus R is

an almost Gorenstein graded ring.

Let us note one example.

Example 2.3.13. Let R = k[[x, y, z]] be the formal power series ring over an infinite

field k. We set m = (x, y, z), Q = (x, y2, zn) with n ≥ 2, and I = Q : m. Then

I = (x, y2, yzn−1, zn) and I2 = QI.

(1) If n = 2, then I = (x) +m2, so that R(I) is an almost Gorenstein graded ring.

(2) Suppose n ≥ 3. Then I ̸= m, Q ̸= m, and I ̸= (f) +m2 for any f ∈ m \m2. Hence

R(I) is not an almost Gorenstein graded ring.
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Chapter 3

The almost Gorenstein Rees algebras
over two-dimensional regular local

rings

3.1 Introduction

The purpose of this chapter is to study the problem of when the Rees algebras of ide-

als and modules over two-dimensional regular local rings (R,m) are almost Gorenstein

graded rings. Almost Gorenstein rings in our sense are newcomers and different from

those rings studied in [47]. They form a new class of Cohen-Macaulay rings, which are

not necessarily Gorenstein, but still good, possibly next to the Gorenstein rings. The

notion of these local rings dates back to the paper [8] of V. Barucci and R. Fröberg

in 1997, where they dealt with one-dimensional analytically unramified local rings and

developed a beautiful theory. Because their notion is not flexible enough to analyze

analytically ramified rings, in 2013 S. Goto, N. Matsuoka, and T. T. Phuong [26] ex-

tended the notion to arbitrary (but still of dimension one) Cohen-Macaulay local rings.

The reader may consult [26] for examples of analytically ramified almost Gorenstein

local rings. S. Goto, R. Takahashi, and N. Taniguchi [36] finally gave the definition of

almost Gorenstein local/graded rings in our sense. Here let us recall it, which we shall

utilize throughout this chapter.

Definition 3.1.1 ([36, Definition 3.3]). Let (R,m) be a Cohen-Macaulay local ring

which possesses the canonical module KR. Then we say that R is an almost Gorenstein

local ring, if there exists an exact sequence

0 → R → KR → C → 0

85



of R-modules such that µR(C) = e0M(C), where µR(C) denotes the number of elements

in a minimal system of generators of C and e0m(C) is the multiplicity of C with respect

to m.

Definition 3.1.2 ([36, Definition 8.1]). Let R =
⊕

n≥0Rn be a Cohen-Macaulay graded

ring such that R0 is a local ring. Suppose that R possesses the graded canonical module

KR. Let M be the unique graded maximal ideal of R and a = a(R) the a-invariant of

R. Then we say that R is an almost Gorenstein graded ring, if there exists an exact

sequence

0 → R → KR(−a) → C → 0

of graded R-modules such that µR(C) = e0M(C), where µR(C) denotes the number of

elements in a minimal system of generators of C and e0M(C) is the multiplicity of C

with respect to M. Here KR(−a) stands for the graded R-module whose underlying

R-module is the same as that of KR and whose grading is given by [KR(−a)]n = [KR]n−a

for all n ∈ Z.

Definition 3.1.1 (resp. Definition 3.1.2) means that if R is an almost Gorenstein

local (resp. graded) ring, then even though R is not a Gorenstein ring, R can be

embedded into the canonical module KR (resp. KR(−a)), so that the difference KR/R

(resp. KR(−a)/R) is an Ulrich R-module ([10]) and behaves well. The reader may

consult [36] about the basic theory of almost Gorenstein local/graded rings and the

relation between the graded theory and the local theory, as well.

It is shown in [36] that every two-dimensional rational singularity is an almost

Gorenstein local ring and all the known examples of Cohen-Macaulay local rings of finite

Cohen-Macaulay representation type are almost Gorenstein local rings. The almost

Gorenstein local rings which are not Gorenstein are G-regular ([36, Corollary 4.5]) in

the sense of [71], that is every totally reflexive module is free, so that the Gorenstein

dimension of a finitely generated module is equal to its projective dimension, while over

Gorenstein local rings the totally reflexive modules are exactly the maximal Cohen-

Macaulay modules. The local rings Rp (p ∈ SpecR) of almost Gorenstein local rings

R are not necessarily almost Gorenstein (see [36, Remark 9.12] for a counterexample).

These are particular discrepancies between Gorenstein local rings and almost Gorenstein

local rings.
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In this chapter we are interested in the almost Gorenstein property of Rees algebras

and our main result is sated as follows.

Theorem 3.1.3. Let (R,m) be a two-dimensional regular local ring with infinite residue

class field and I an m-primary integrally closed ideal in R. Then the Rees algebra

R(I) =
⊕

n≥0 I
n of I is an almost Gorenstein graded ring.

As a direct consequence we have the following.

Corollary 3.1.4. Let (R,m) be a two-dimensional regular local ring with infinite residue

class field. Then R(mℓ) is an almost Gorenstein graded ring for every integer ℓ > 0.

The proof of Theorem 3.1.3 depends on a result of J. Verma [76] which guarantees the

existence of joint reductions with joint reduction number zero. Therefore our method

of proof works also for two-dimensional rational singularities, which we shall discuss in

the forthcoming paper [39].

Possessing in [33] one of its roots, the theory of Rees algebras has been satisfactorily

developed and nowadays one knows many Cohen-Macaulay Rees algebras (see, e.g.

[46, 55, 66]). Among them Gorenstein Rees algebras are rather rare ([49]). Nevertheless,

although they are not Gorenstein, some of Cohen-Macaulay Rees algebras are still good

and could be almost Gorenstein graded rings, which we would like to report in this

chapter and also in the forthcoming papers [34, 35]. Except [36, Theorems 8.2, 8.3] our

Theorem 3.1.3 is the first attempt to answer the question of when the Rees algebras

are almost Gorenstein graded rings.

We now briefly explain how this chapter is organized. The proof of Theorem 3.1.3

shall be given in Section 3.2. For the Rees algebras of modules over two-dimensional

regular local rings we have a similar result, which we give in Section 3.2 (Corollary

3.2.7). In Section 3.3 we explore the case where the ideals are linearly presented over

power series rings. The result (Theorem 3.3.1) seems to suggest that almost Gorenstein

Rees algebras are still rather rare, when the dimension of base rings is greater than two,

which we shall discuss also in the forthcoming paper [35]. In Section 3.4 we explore

the Rees algebra of the socle ideal I = Q : m, where Q is a parameter ideal in a two-

dimensional regular local ring (R,m), and show that the Rees algebra R(I) is an almost

Gorenstein graded ring if and only if the order of Q is at most two (Theorem 3.4.1).

We should note here that for every almost Gorenstein graded ring R with graded

maximal ideal M the local ring RM of R at M is by definition an almost Gorenstein
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local ring, because [KR]M ∼= KRM
. The converse is not true in general. The typical

examples are the Rees algebras R(Q) of parameter ideals Q in a regular local ring

(R,m) with dimR ≥ 3. For this algebra R = R(Q) the local ring RM is always an

almost Gorenstein local ring ([35, Theorem 2.7]) but R is an almost Gorenstein graded

ring if and only if Q = m ([36, Theorem 8.3]). On the other hand the converse is also

true in certain special cases like Theorems 3.3.1 and 3.4.1 of the present chapter. These

facts seem to suggest the property of being an almost Gorenstein graded ring is a rather

rigid condition for Rees algebras.

In what follows, unless otherwise specified, let (R,m) denote a Cohen-Macaulay

local ring. For each finitely generated R-module M let µR(M) (resp. e0m(M)) denote

the number of elements in a minimal system of generators for M (resp. the multiplicity

of M with respect to m). Let KR stand for the canonical module of R.

3.2 Proof of Theorem 3.1.3

The purpose of this section is to prove Theorem 3.1.3. Let (R,m) be a Gorenstein local

ring with dimR = 2 and let I ! R be an m-primary ideal of R. Assume that I contains

a parameter ideal Q = (a, b) of R such that I2 = QI. We set J = Q : I. Let

R = R[It] ⊆ R[t] and T = R[Qt] ⊆ R[t],

where t stands for an indeterminate over R. Remember that the Rees algebra R of I

is a Cohen-Macaulay ring ([33]) with a(R) = −1 and R = T + T ·It, while the Rees

algebra T of Q is a Gorenstein ring of dimension 3 and a(T ) = −1 (remember that

T ∼= R[x, y]/(bx − ay)). Hence KT (1) ∼= T as a graded T -module, where KT denotes

the graded canonical module of T .

Let us begin with the following, which is a special case of [75, Theorem 2.7 (a)]. We

note a brief proof.

Proposition 3.2.1. KR(1) ∼= JR as a graded R-module.

Proof. Since R is a module-finite extension of T , we get

KR(1) ∼= HomT (R,KT )(1) ∼= HomT (R, T ) ∼= T :F R

as graded R-modules, where F = Q(T ) = Q(R) is the total ring of fractions. Therefore

T :F R = T :T It, since R = T + T ·It. Because Qn ∩ [Qn+1 : I] = Qn[Q : I] for
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all n ≥ 0, we have T :T It = JT . Hence T :F R = JT , so that JT = JR. Thus

KR(1) ∼= JR as a graded R-module.

Corollary 3.2.2. The ideal J = Q : I in R is integrally closed, if R is a normal ring.

Proof. Since JR ∼= KR(1), the ideal JR of R is unmixed and of height one. Therefore,

if R is a normal ring, JR must be integrally closed in R, whence J is integrally closed

in R because J ⊆ JR, where J denotes the integral closure of J .

Let us give the following criterion for R to be a special kind of almost Gorenstein

graded rings. Notice that Condition (2) in Theorem ?? requires the existence of joint

reductions of m, I, and J with reduction number zero (cf. [76]).

Theorem 3.2.3. With the same notation as above, set M = mR + R+, the graded

maximal ideal of R. Then the following conditions are equivalent.

(1) There exists an exact sequence

0 → R → KR(1) → C → 0

of graded R-modules such that MC = (ξ,η )C for some homogeneous elements ξ,η

of M.

(2) There exist elements f ∈ m, g ∈ I, and h ∈ J such that

IJ = gJ + Ih and mJ = fJ +mh.

When this is the case, R is an almost Gorenstein graded ring.

Proof. (2) ⇒ (1) Notice that M·JR ⊆ (f, gt)·JR + Rh, since IJ = gJ + Ih and

mJ = fJ +mh. Consider the exact sequence

R ϕ−−→ JR → C → 0

of graded R-modules where ϕ(1) = h. We then have MC = (f, gt)C, so that

dimRM
CM ≤ 2. Hence by [36, Lemma 3.1] the homomorphism ϕ is injective and

R is an almost Gorenstein graded ring.

(1) ⇒ (2) Suppose thatR is a Gorenstein ring. Then µR(J) = 1, since KR(1) ∼= JR.

Hence J = R as m ⊆
√
J , so that choosing h = 1 and f = g = 0, we get IJ = gJ + Ih

and mJ = fJ +mh.
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Suppose that R is not a Gorenstein ring and consider the exact sequence

0 → R ϕ−−→ JR → C → 0

of graded R-modules with C ̸= (0) and MC = (ξ,η )C for some homogeneous elements

ξ,η of M. Hence RM is an almost Gorenstein local ring in the sense of [36, Definition

3.3]. We set h = ϕ(1) ∈ J , m = deg ξ, and n = deg η; hence C = JR/Rh. Remem-

ber that h ̸∈ mJ , since RM is not a regular local ring (see [36, Corollary 3.10]). If

min{m,n} > 0, then MC ⊆ R+C, whence mC0 = (0) (notice that [R+C]0 = (0), as

C = RC0). Therefore mJ ⊆ (h), so that we have J = (h) = R. Thus Rh = JR and

R is a Gorenstein ring, which is impossible. Assume m = 0. If n = 0, then MC = mC

since ξ,η ∈ m, so that

C1 ⊆ R+C0 ⊆ mC

and therefore C1 = (0) by Nakayama’s lemma. Hence IJ = Ih as [JR]1 = ϕ(R1),

which shows (h) is a reduction of J , so that (h) = R = J . Therefore R is a Gorenstein

ring, which is impossible. If n ≥ 2, then because

M·JR ⊆ ξ·JR+ η·JR+Rh,

we get IJ ⊆ ξIJ + Ih, whence IJ = Ih. This is impossible as we have shown above.

Hence n = 1. Let us write η = gt with g ∈ I and take f = ξ. We then have

M·JR ⊆ (f, gt)·JR+Rh,

whence mJ ⊆ fJ+Rh. Because h ̸∈ mJ , we get mJ ⊆ fJ+mh, so that mJ = fJ+mh,

while IJ = gJ+Ih, because IJ ⊆ fIJ+gJ+Ih. This completes the proof of Theorem

3.2.3.

Let us explore two examples to show how Theorem 3.2.3 works.

Example 3.2.4. Let S = k[[x, y, z]] be the formal power series ring over an infinite

field k. Let n = (x, y, z) and choose f ∈ n2 \ n3. We set R = S/(f) and m = n/(f).

Then for every integer ℓ > 0 the Rees algebra R(mℓ) of mℓ is an almost Gorenstein

graded ring and r(R) = 2ℓ+ 1, where r(R) denotes the Cohen-Macaulay type of R.

Proof. Since e0m(R) = 2, we have m2 = (a, b)m for some elements a, b ∈ m. Let ℓ > 0

be an integer and set I = mℓ and Q = (aℓ, bℓ). We then have I2 = QI and Q : I = I,
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so that R = R(I) is a Cohen-Macaulay ring and KR(1) ∼= IR by Proposition 3.2.1,

whence r(R) = µR(I) = 2ℓ + 1. Because mℓ+1 = amℓ + bℓm and Q : I = I = mℓ, by

Theorem 3.2.3 R is an almost Gorenstein graded ring.

Example 3.2.5. Let (R,m) be a two-dimensional regular local ring with m = (x, y).

Let 1 ≤ m ≤ n be integers and set I = (xm) +mn. Then R(I) is an almost Gorenstein

graded ring.

Proof. We may assume m > 1. We set Q = (xm, yn) and J = Q : I. Then Q ⊆ I and

I2 = QI. Since I = (xm) + (xiyn−i | 0 ≤ i ≤ m− 1), we get

J = Q : (xiyn−i | 0 ≤ i ≤ m− 1) =
m−1⋂

i=1

[
(xm, yn) : xiyn−i

]

=
m−1⋂

i=1

(xm−i, yi)

= mm−1.

Take f = x ∈ m, g = xm ∈ I, and h = ym−1 ∈ J = mm−1. We then have mJ = fJ+mh

and IJ = Ih + gJ , so that by Theorem 3.2.3 R(I) is an almost Gorenstein graded

ring.

To prove Theorem 3.1.3 we need a result of J. Verma [76] about joint reductions of

integrally closed ideals. Let (R,m) be a Noetherian local ring. Let I and J be ideals

of R and let a ∈ I and b ∈ J . Then we say that a, b are a joint reduction of I, J if

aJ + Ib is a reduction of IJ . Joint reductions always exist (see, e.g., [?]) if the residue

class field of R is infinite. We furthermore have the following.

Theorem 3.2.6 ([76, Theorem 2.1]). Let (R,m) be a two-dimensional regular local

ring. Let I and J be m-primary ideals of R. Assume that a, b are a joint reduction of

I, J . Then IJ = aJ + Ib, if I and J are integrally closed.

We are now ready to prove Theorem 3.1.3.

Proof of Theorem 3.1.3. Let (R,m) be a two-dimensional regular local ring with infinite

residue class field and let I be an m-primary integrally closed ideal in R. We choose

a parameter ideal Q of R so that Q ⊆ I and I2 = QI (this choice is possible; see [81,

Appendix 5] or [45]). Therefore the Rees algebra R = R(I) is a Cohen-Macaulay ring
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([33]). Because R is a normal ring ([81]), by Corollary 3.2.2 J = Q : I is an integrally

closed ideal in R. Consequently, choosing three elements f ∈ m, g ∈ I, and h ∈ J so

that f, h are a joint reduction of m, J and g, h are a joint reduction of I, J , we readily

get by Theorem 3.2.6 the equalities

mJ = fJ +mg and IJ = gJ + Ih

stated in Condition (2) of Theorem 3.2.3. Thus R = R(I) is an almost Gorenstein

graded ring.

We now explore the almost Gorenstein property of the Rees algebras of modules.

To state the result we need additional notation. For the rest of this section let (R,m)

be a two-dimensional regular local ring with infinite residue class field. Let M ̸= (0)

be a finitely generated torsion-free R-module and assume that M is non-free. Let

(−)∗ = HomR(−, R). Then F = M∗∗ is a finitely generated free R-module and we get

a canonical exact sequence

0 → M
ϕ−−→ F → C → 0

of R-modules with C ̸= (0) and ℓR(C) < ∞. Let Sym(M) and Sym(F ) denote the

symmetric algebras of M and F respectively and let Sym(ϕ) : Sym(M) → Sym(F ) be

the homomorphism induced from ϕ : M → F . Then the Rees algebra R(M) of M is

defined by

R(M) = Im
[
Sym(M)

Sym(ϕ)−−−−→ Sym(F )
]

([66]). Hence R(M) = Sym(M)/T where T = t(Sym(M)) denotes the R-torsion part

of Sym(M), so that M = [R(M)]1 is an R-submodule of R(M). Let x ∈ F . Then we

say that x is integral over M , if it satisfies an integral equation

xn + c1x
n−1 + · · ·+ cn = 0

in the symmetric algebra Sym(F ) with n > 0 and ci ∈ M i for each 1 ≤ i ≤ n. Let M

be the set of elements of F which are integral over M . Then M forms an R-submodule

of F , which is called the integral closure of M . We say that M is integrally closed, if

M = M .

With this notation we have the following.
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Corollary 3.2.7. Let M = mR(M) + R(M)+ be the unique graded maximal ideal of

R(M) and suppose that M is integrally closed. Then R(M)M is an almost Gorenstein

local ring in the sense of [36, Definition 3.3].

Proof. Let U = R[x1, x2, . . . , xn] be the polynomial ring with sufficiently large n > 0

and set S = UmU . We denote by n the maximal ideal of S. Then thanks to [66,

Theorem 3.5] and [44, Theorem 3.6], we can find some elements f1, f2, . . . , fr−1 ∈ S⊗RM

(r = rankRF ) and an n-primary integrally closed ideal I in S, so that f1, f2, . . . , fr−1

form a regular sequence in R(S ⊗R M) and

R(S ⊗R M)/(f1, f2, . . . , fr−1) ∼= R(I)

as a graded S-algebra. Therefore, because R(I) is an almost Gorenstein graded ring

by Theorem 3.1.3, S ⊗R R(M) = R(S ⊗R M) is an almost Gorenstein graded ring (cf.

[36, Theorem 3.7 (1)]). Consequently R(M)M is an almost Gorenstein local ring by [36,

Theorem 3.9].

3.3 Almost Gorenstein property in Rees algebras of
ideals with linear presentation matrices

Let R = k[[x1, x2, . . . , xd]] (d ≥ 2) be the formal power series ring over an infinite field

k. Let I be a perfect ideal of R with gradeR I = 2, possessing a linear presentation

matrix ϕ

0 → R⊕(n−1) ϕ−−→ R⊕n → I → 0,

that is each entry of the matrix ϕ is contained in
∑d

i=1 kxi. We set n = µR(I) and

m = (x1, x2, . . . , xd); hence I = mn−1 if d = 2. In what follows we assume that n > d

and that our ideal I satisfies the condition (Gd) of [4], that is µRp(IRp) ≤ dimRp for

every p ∈ V(I) \ {m}. Then thanks to [55, Theorem 1.3] and [46, Proposition 2.3], the

Rees algebra R = R(I) of I is a Cohen-Macaulay ring with a(R) = −1 and

KR(1) ∼= mn−dR

as a graded R-module.

We are interested in the question of when R is an almost Gorenstein graded ring.

Our answer is the following, which suggests that almost Gorenstein Rees algebras might

be rare in dimension greater than two.

93



Theorem 3.3.1. With the same notation as above, set M = mR + R+, the graded

maximal ideal of R. Then the following conditions are equivalent.

(1) R is an almost Gorenstein graded ring

(2) RM is an almost Gorenstein local ring

(3) d = 2.

Proof. (1) ⇒ (2) This follows from the definition, since [KR]M ∼= KRM
.

(3) ⇒ (1) We have I = mn−1 since d = 2 and so R is an almost Gorenstein graded

ring (Corollary 3.1.4).

(2) ⇒ (3) Let∆ i = (−1)i+1 detϕi for each 1 ≤ i ≤ n, where ϕi stands for the

(n − 1) × (n − 1) matrix which is obtained from ϕ by deleting the i-th row. Hence

I = ( ∆1,∆2, . . . ,∆n) and the ideal I has a presentation

(P ) 0 → R⊕(n−1) ϕ−−→ R⊕n [∆1 ∆2 ··· ∆n ]−−−−−−−−−→ I → 0.

Notice that R is not a Gorenstein ring, since r(R) = µR(mn−d) =
(
n−1
d−1

)
> 1. We set

A = RM and n = MA; hence KA = [KR]M. We take an exact sequence

0 → A
φ−−→ KA → C → 0

of A-modules such that C ̸= (0) and C is an Ulrich A-module. Let f = φ(1). Then

f ̸∈ nKA by [36, Corollary 3.10] and we get the exact sequence

(E) 0 → nf → nKA → nC → 0.

Because nC = (f1, f2, . . . , fd)C for some f1, f2, . . . , fd ∈ n ([36, Proposition 2.2]) and

µA(n) = d+ n, we get by the exact sequence (E) that

µR(MKR) = µA(nKA) ≤ (d+ n) + d· (r(A)− 1) = d

(
n− 1

d− 1

)
+ n,

while

µR(MKR) = µR(m
n−d+1) + µR(m

n−dI) =

(
n

d− 1

)
+ µR(m

n−dI)

since M = (m, It)R and KR(1) = mn−dR. Consequently we have

(∗) µR(m
n−dI) ≤ d

(
n− 1

d− 1

)
+ n−

(
n

d− 1

)
.
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To estimate the number µR(mn−dI) from below, we consider the homomorphism

ψ : mn−d ⊗R I → mn−dI

defined by x⊗ y #→ xy and set X = Kerψ. Let x ∈ X and write x =
∑d

i=1 xi⊗∆i with

xi ∈ mn−d. Then since
∑d

i=1 xi∆i = 0 in R and since every entry of the matrix ϕ is

linear, the presentation (P ) of I guarantees the existence of elements yj ∈ mn−d−1 (1 ≤
j ≤ n− 1) such that ⎛

⎜⎜⎜⎝

x1

x2
...
xn

⎞

⎟⎟⎟⎠
= ϕ

⎛

⎜⎜⎜⎝

y1
y2
...

yn−1

⎞

⎟⎟⎟⎠
.

Hence X is a homomorphic image of [mn−d−1]⊕(n−1). Therefore in the exact sequence

0 → X → mn−d ⊗R I → mn−dI → 0

we get

µR(X) ≤ (n− 1)

(
n− 2

d− 1

)
.

Consequently

(∗∗) µR(m
d−nI) ≥ n

(
n− 1

d− 1

)
− (n− 1)

(
n− 2

d− 1

)
,

so that combining the estimations (∗) and (∗∗), we get

0 ≤
[
d

(
n− 1

d− 1

)
+ n−

(
n

d− 1

)]
−
[
n

(
n− 1

d− 1

)
− (n− 1)

(
n− 2

d− 1

)]

=

[
(d− n)

(
n− 1

d− 1

)
+ (n− 1)

(
n− 2

d− 1

)]
+

[
n−

(
n

d− 1

)]

= n−
(

n

d− 1

)
.

Hence d = 2, because n <
(

n
d−1

)
if n > d ≥ 3.

Before closing this section, let us note one concrete example.

Example 3.3.2. Let R = k[[x, y, z]] be the formal power series ring over an infinite

field k. We set I = (x2y, y2z, z2x, xyz) and Q = (x2y, y2z, z2x). Then Q is a minimal

reduction of I with redQ(I) = 2. The ideal I has a presentation of the form

0 → R⊕3 ϕ−−→ R⊕4 → I → 0
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with ϕ =

(
x 0 0
0 y 0
0 0 z
y z x

)
and it is direct to check that I satisfies all the conditions required for

Theorem 3.3.1. Hence Theorem 3.3.1 shows that R(I) cannot be an almost Gorenstein

graded ring, while Q is not a perfect ideal of R but its Rees algebra R(Q) is an almost

Gorenstein graded ring with r(R) = 2; see [50].

3.4 The Rees algebras of socle ideals I = (a, b) : m

Throughout this section let (R,m) denote a two-dimensional regular local ring with

infinite residue class field. Let Q = (a, b) be a parameter ideal of R. We set I = Q : m

and R = R(I). For each ideal a in R we set o(a) = sup{n ∈ Z | a ⊆ mn}. We are

interested in the question of when R is an almost Gorenstein graded ring. Our answer

is the following. Notice that the implication (1) ⇒ (2) follows from the definition.

Theorem 3.4.1. With the same notation as above assume that Q ̸= m. Then the

following conditions are equivalent.

(1) R is an almost Gorenstein graded ring.

(2) RM is an almost Gorenstein local ring

(3) o(Q) ≤ 2.

Proof of the implication (3) ⇒ (1). If o(Q) = 1, then Q = (x, yq) (q ≥ 2) for some

regular system x, y of parameters of R. Hence I = (x, yq−1) and R is a Gorenstein

ring. Suppose that o(Q) = 2. Then o(I) = o(Q) = 2 since I2 = QI ([78]). Because

µR(I) = 3 = o(I) + 1, there exists an element x ∈ m \ m2 such that I : x = I : m (cf.

[45], [81, App. 5]). We set R = R/(x). Then QR = IR, since Q is a reduction of I and

R is a DVR. We may assume aR = IR, whence I ⊆ (a, x). Let us write b = af + xg

with f, g ∈ R. Then Q = (a, xg). Therefore Im = Qm = (gm)x + am (remember that

Im = Qm; see, e.g. [78]). Notice that gm ⊆ I, because g ∈ Q : x ⊆ I : x = I : m.

Therefore Im = Ix + am, whence R is an almost Gorenstein graded ring by Theorem

3.2.3.

To prove the implication (2) ⇒ (3) we need Theorem 3.4.2 below. From now we

write m = (x, y) and let Q = (a, b) be a parameter ideal of R such that o(Q) ≥ 2. Hence
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I2 = QI with µR(I) = 3. Let I = (a, b, c). Then since xc, yc ∈ Q, we get equations

f1a+ f2b+ xc = 0 and g1a+ g2b+ yc = 0

with fi, gi ∈ m (i = 1, 2).

Theorem 3.4.2. With the notation above, if (f1, f2, g1, g2) ⊆ m2, then RM is not an

almost Gorenstein local ring.

We divide the proof of Theorem 3.4.2 into three steps. Let us begin with the

following.

Lemma 3.4.3. Let M =

(
f1 f2 x
g1 g2 y

)
. Then R/I has a minimal free resolution

0 → R⊕2
tM−−→ R⊕3 [ a b c ]−−−−→ R → R/I → 0.

Proof. Let f =

⎛

⎝
f1
f2
x

⎞

⎠ and g =

⎛

⎝
g1
g2
y

⎞

⎠. Then f ,g ∈ m·R⊕3. As f ,g mod m2·R⊕3 are

linearly independent over R/m, the complex

0 → R⊕2
tM−−→ R⊕3 [ a b c ]−−−−→ −→R → R/I → 0

is exact and gives rise to a minimal free resolution of R/I.

Let S = R[X, Y, Z] be the polynomial ring and let ϕ : S → R = R[It] (t an

indeterminate) be the R-algebra map defined by ϕ(X) = at, ϕ(Y ) = bt, and ϕ(Z) = ct.

Let K = Kerϕ. Since c2 ∈ QI, we have a relation of the form

c2 = a2f + b2g + abh+ bci+ caj

with f, g, h, i, j ∈ R. We set

F = Z2 −
(
fX2 + gY 2 + hXY + iY Z + jZX

)
,

G = f1X + f2Y + xZ,

H = g1X + g2Y + yZ.

Notice that F ∈ S2 and G,H ∈ S1.
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Proposition 3.4.4. R has a minimal graded free resolution of the form

0 → S(−2)⊕ S(−2)
tN−−→S (−2)⊕ S(−1)⊕ S(−1)

[F G H ]−−−−−→ S → R→ 0,

so that the graded canonical module KR of R has a presentation

S(−1)⊕ S(−2)⊕ S(−2)
N−−→S (−1)⊕ S(−1) → KR → 0.

Proof. We have K = SK1 + (F ) (cf., e.g. [54, Theorem 4.1]; use the fact that I2 = QI

and c2 ∈ QI). Hence R has a minimal graded free resolution of the form

(∗) 0 → S(−m)⊕ S(−ℓ)
tN−−→S (−2)⊕ S(−1)⊕ S(−1)

[F G H ]−−−−−→ S → R→ 0

with m,ℓ ≥ 1. We take the S(−3)-dual of the resolution (∗). Then as KS = S(−3), we

get the presentation

S(−1)⊕ S(−2)⊕ S(−2)
N−−→S (m− 3)⊕ S(ℓ− 3) → KR → 0

of the canonical module KR of R. Hence m,ℓ ≤ 2 because a(R) = −1. Assume that

m = 1. Then the matrix tN has the form tN =

⎛

⎝
0 β1
α2 β2
α3 β3

⎞

⎠ with α2,α3 ∈ R. We have

α2G + α3H = 0, or equivalently α2

⎛

⎝
f1
f2
x

⎞

⎠ + α3

⎛

⎝
g1
g2
y

⎞

⎠ = 0, whence α2 = α3 = 0 by

Lemma 3.4.3. This is impossible, whence m = 2. We similarly have ℓ = 2 and the

assertion follows.

We are ready to prove Theorem 3.4.2.

Proof of Theorem 3.4.2. Let N be the matrix given by Proposition 3.4.4 and write N =(
α F1 F2

β G1 G2

)
. Then Proposition 3.4.4 shows that Fi, Gi ∈ S1 (i = 1, 2) and α,β ∈ m.

We write Fi = αi1X +αi2Y +αi3Z and Gi = βi1X + βi2Y + βi3Z with αij, βij ∈ R. Let

∆j denote the determinant of the matrix obtained by deleting the j-th column from N.
Then by the theorem of Hilbert-Burch we have G = −ε∆2 and H = ε∆3 for some unit

ε of R, so that
⎛

⎝
f1
f2
x

⎞

⎠ = (εβ)

⎛

⎝
α21

α22

α23

⎞

⎠− (εα)

⎛

⎝
β21
β22
β23

⎞

⎠ and

⎛

⎝
g1
g2
y

⎞

⎠ = (εα)

⎛

⎝
β11
β12
β13

⎞

⎠− (εβ)

⎛

⎝
α11

α12

α13

⎞

⎠ .
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Hence

x = (εβ)α23 − (εα)β23 and y = (εα)β13 − (εβ)α13,

which shows (x, y) = (εα,εβ ) = m because (x, y) ⊆ (εα,εβ ) ⊆ m.

Since f1 = (εβ)α21 − (εα)β21 and εα,εβ is a regular system of parameters of R, we

get α21, β21 ∈ m if f1 ∈ m2. Therefore if (f1, f2, g1, g2) ⊆ m2, then αij, βij ∈ m for all

i, j = 1, 2, whence

N ≡
(
α α13Z α23Z
β β13Z β23Z

)
mod N2

where N = mS + S+ denotes the graded maximal ideal of S. We set B = SN. Then

it is clear that after any elementary row and column operations the matrix N over the

regular local ring B of dimension 5 is not equivalent to a matrix of the form
(
α1 α2 α3

β1 β2 β3

)

with α1,α2,α3 a part of a regular system of parameters of B. Hence by [36, Theorem

7.8] RM cannot be an almost Gorenstein local ring.

We are now in a position to finish the proof of Theorem 3.4.1.

Proof of the implication (2) ⇒ (3) in Theorem 3.4.1. It suffices to show that RM is not

an almost Gorenstein local ring if o(Q) ≥ 3. We write

(
a
b

)
=

(
f11 f12
f21 f22

)(
x
y

)
with

fij ∈ m2 (i, j = 1, 2) and set c = det

(
f11 f12
f21 f22

)
. Then Q : c = m and Q : m = Q+ (c).

We have

(−f22)a+ f12b+ cx = 0 and f21a+ (−f11)b+ cy = 0.

Hence by Theorem 3.4.2 RM is not an almost Gorenstein local ring, which completes

the proof of Theorem 3.4.1.
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Chapter 4

Ulrich ideals and almost Gorenstein
rings

4.1 Introduction

This chapter studies Ulrich ideals of Cohen–Macaulay local rings and almost Gorenstein

local rings.

Ulrich ideals are newcomers. They were introduced by [30] in 2014. Typical exam-

ples of Ulrich ideals are the maximal ideal of a Cohen–Macaulay local ring with minimal

multiplicity. The syzygy modules of Ulrich ideals are known to be well-behaved [30].

We refer the reader to [30] for a basic theory of Ulrich ideals and [31] for the results

about the ubiquity of Ulrich ideals of two-dimensional rational singularities and the

representation-theoretic aspects of Ulrich ideals.

Almost Gorenstein rings are also newcomers. They form a class of Cohen–Macaulay

rings, which are not necessarily Gorenstein but still good, hopefully next to the Goren-

stein rings. The notion of almost Gorenstein local rings dates back to the article [8]

of Barucci and Fröberg in 1997. They introduced almost Gorenstein rings in the case

where the local rings are of dimension one and analytically unramified. We refer the

reader to [8] for a well-developed theory of almost symmetric numerical semigroups.

The notion of almost Gorenstein local rings in the present chapter is, however, based

on the definition given by the authors [36] in 2015 for Cohen–Macaulay local rings of

arbitrary dimension. See [26] for a basic theory of almost Gorenstein local rings of

dimension one which might be analytically ramified.

One of the purposes of this chapter is to clarify the structure of Ulrich ideals of almost

Gorenstein local rings. The motivation for the research comes from a recent result of
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Kei-ichi Watanabe, which asserts that non-Gorenstein almost Gorenstein numerical

semigroup rings possess no Ulrich monomial ideals except the maximal ideal. This

result essentially says that there should be some restriction of the distribution of Ulrich

ideals of an almost Gorenstein but non-Gorenstein local ring. Our research started

from the attempt to understand this phenomenon. Along the way, we recognized that

his result holds true for every one-dimensional almost Gorenstein non-Gorenstein local

ring, and finally reached new knowledge about the behavior of Ulrich ideals, which is

reported in this chapter.

Let us state the results of this chapter, explaining how this chapter is orga-

nized. In Section 4.2 we shall prove the following structure theorem of the complex

RHomR(R/I,R) for an Ulrich ideal I.

Theorem 4.1.1. Let R be a Cohen–Macaulay local ring of dimension d ≥ 0. Let I be

a non-parameter Ulrich ideal of R containing a parameter ideal of R as a reduction.

Denote by ν(I) the minimal number of generators of I, and put t = ν(I) − d. Then

there is an isomorphism

RHomR(R/I,R) ∼=
⊕

i∈Z

(R/I)⊕ui [−i]

in the derived category of R, where

ui =

⎧
⎪⎨

⎪⎩

0 (i < d),

t (i = d),

(t2 − 1)ti−d−1 (i > d).

In particular, one has ExtiR(R/I,R) ∼= (R/I)⊕ui for each integer i.

This theorem actually yields a lot of consequences and applications. Let us state

some of them. The Bass numbers of R are described in terms of those of R/I and the

ui, which recovers a result in [30]. Finiteness of the G-dimension of I is characterized in

terms of ν(I), which implies that if R is G-regular in the sense of [?] (e.g., R is a non-

Gorenstein ring with minimal multiplicity, or is a non-Gorenstein almost Gorenstein

ring), then one must have ν(I) ≥ d + 2. For a non-Gorenstein almost Gorenstein ring

with prime Cohen–Macaulay type, all the Ulrich ideals have the same minimal number

of generators. For every one-dimensional non-Gorenstein almost Gorenstein local ring

the only non-parameter Ulrich ideal is the maximal ideal. This recovers the result of
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Watanabe mentioned above, and thus our original aim of the research stated above is

achieved.

Now we naturally get interested in whether or not the minimal numbers of gen-

erators of Ulrich ideals of an almost Gorenstein non-Gorenstein local ring are always

constant. We will explore this in Section 4.3 to obtain some supporting evidence for

the affirmativity. By the way, it turns out to be no longer true if the base local ring

is not almost Gorenstein. In Section 4.4 we will give a method of constructing Ulrich

ideals which possesses different numbers of generators.

Notation 4.1.2. In what follows, unless otherwise specified, R stands for a d-

dimensional Cohen–Macaulay local ring with maximal ideal m and residue field k. For a

finitely generated R-moduleM , denote by ℓR(M), νR(M), rR(M) and e0m(M) the length

of M , the minimal number of generators of M , the Cohen–Macaulay type of M and the

multiplicity of M with respect to m. Let v(R) denote the embedding dimension of R,

i.e., v(R) = νR(m). For each integer i we denote by µi(R) the i-th Bass number of R,

namely, µi(R) = dimk Ext
i
R(k,R). Note that µd(R) = r(R). The subscript indicating

the base ring is often omitted.

4.2 The structure of RHomR(R/I,R) for an Ulrich
ideal I

In this section, we establish a structure theorem of RHomR(R/I,R) for an Ulrich

ideal I of a Cohen–Macaulay local ring, and derive from it a lot of consequences and

applications. First of all, we fix our notation and assumptions on which all the results

in this section are based.

Setup 4.2.1. Throughout this section, let I be a non-parameter m-primary ideal of R

containing a parameter ideal Q of R as a reduction. Suppose that I is an Ulrich ideal,

that is, I2 = QI and I/I2 is R/I-free. Put t = ν(I)− d > 0 and

ui =

⎧
⎪⎨

⎪⎩

0 (i < d),

t (i = d),

(t2 − 1)ti−d−1 (i > d).
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Remark 4.2.2. (1) The condition that I contains a parameter ideal Q of R as a

reduction is automatically satisfied if k is infinite.

(2) The condition I2 = QI is independent of the choice of minimal reductions Q of I.

The following is the main result of this section.

Theorem 4.2.3. There is an isomorphism

RHomR(R/I,R) ∼=
⊕

i∈Z

(R/I)⊕ui [−i]

in the derived category of R. Hence for each integer i one has an isomorphism

ExtiR(R/I,R) ∼= (R/I)⊕ui

of R-modules. In particular, ExtiR(R/I,R) is a free R/I-module.

Proof. Let us first show that ExtiR(R/I,R) ∼= (R/I)⊕ui for each i. We do it by making

three steps.

Step 1. As I is an m-primary ideal, R/I has finite length as an R-module. Hence we

have Ext<d
R (R/I,R) = 0.

Step 2. There is a natural exact sequence 0 → I/Q
f−→ R/Q

g−→ R/I → 0, which induces

an exact sequence

ExtdR(R/I,R) −→ ExtdR(R/Q,R) −→ ExtdR(I/Q,R)
−→ Extd+1

R (R/I,R) −→ Extd+1
R (R/Q,R).

Since Q is generated by an R-sequence, we have Extd+1
R (R/Q,R) = 0. There is a

commutative diagram

ExtdR(R/I,R) !!

∼=
""

ExtdR(R/Q,R) !!

∼=
""

ExtdR(I/Q,R)

∼=
""

0 !! HomR/Q(R/I,R/Q)
g∗ !!

∼=
""

HomR/Q(R/Q,R/Q)
f∗

!!

∼=
""

HomR/Q(I/Q,R/Q)

0 !! (Q : I)/Q h !! R/Q

with exact rows, where the vertical maps are natural isomorphisms and h is an inclusion

map. Thus we get an exact sequence

0 → (Q : I)/Q
h−→ R/Q → HomR/Q(I/Q,R/Q) → Extd+1

R (R/I,R) → 0.
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Note here that I/Q ∼= (R/I)⊕t and Q : I = I hold; see [30, Lemma 2.3 and Corollary

2.6]. Hence ExtdR(R/I,R) ∼= (Q : I)/Q = I/Q ∼= (R/I)⊕t. We have isomorphisms

HomR/Q(I/Q,R/Q) ∼= HomR/Q(R/I,R/Q)⊕t ∼= (I/Q)⊕t ∼= (R/I)⊕t2 , and therefore we

obtain an exact sequence

0 → R/I → (R/I)⊕t2 → Extd+1
R (R/I,R) → 0.

This exact sequence especially says that Extd+1
R (R/I,R) has finite projective dimension

as an R/I-module. Since R/I is an Artinian ring, it must be free, and we see that

Extd+1
R (R/I,R) ∼= (R/I)⊕t2−1.

Step 3. It follows from [30, Corollary 7.4] that SyziR(R/I) ∼= SyzdR(R/I)⊕ti−d
for each

i ≥ d. Hence we have

Exti+1
R (R/I,R) ∼= Ext1R(Syz

i
R(R/I), R) ∼= Ext1R(Syz

d
R(R/I)⊕ti−d

, R)

∼= Extd+1
R (R/I,R)⊕ti−d ∼= (R/I)⊕(t2−1)ti−d

for all i ≥ d.

Combining the observations in Steps 1, 2 and 3 yields that ExtiR(R/I,R) ∼= (R/I)⊕ui

for all i ∈ Z.
Take an injective resolution E of R. Then note that C := HomR(R/I,E) is a

complex of R/I-modules with Hi(C) ∼= ExtiR(R/I,R) ∼= (R/I)⊕ui for every i ∈ Z.
Hence each homology Hi(C) is a projective R/I-module. Applying [1, Lemma 3.1] to the

abelian category ModR/I, the category of (all) R/I-modules, we obtain isomorphisms

RHomR(R/I,R) ∼= C ∼=
⊕

i∈Z H
i(C)[−i] ∼=

⊕
i∈Z(R/I)⊕ui [−i] in the derived category

of R/I. This completes the proof of the theorem.

The remainder of this section is devoted to producing consequences and applications

of the above theorem. First, we investigate vanishing of Ext modules.

Corollary 4.2.4. Let M be a (possibly infinitely generated) R/I-module. There is an

isomorphism

ExtiR(M,R) ∼=
⊕

j∈Z

Exti−j
R/I(M,R/I)⊕uj

for each integer i. In particular, if Ext≫0
R (M,R) = 0, then Ext≫0

R/I(M,R/I) = 0.
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Proof. There are isomorphisms

RHomR(M,R) ∼= RHomR/I(M,RHomR(R/I,R)) ∼=
⊕

j∈Z

RHomR/I(M,R/I)⊕uj [−j],

where the first isomorphism holds by adjointness (see [13, (A.4.21)]) and the second

one follows from Theorem 4.2.3. Taking the ith homologies, we get an isomorphism

ExtiR(M,R) ∼=
⊕

j∈Z Ext
i−j
R/I(M,R/I)⊕uj for all integers i. Since ud = t > 0, the module

Exti−d
R/I(M,R/I) is a direct summand of ExtiR(M,R). Therefore, when Ext≫0

R (M,R) =

0, one has Ext≫0
R/I(M,R/I) = 0.

Now we can calculate the Bass numbers of R in terms of those of R/I.

Theorem 4.2.5. There are equalities

µi(R) =
∑

j∈Z

ujµi−j(R/I) =

{
0 (i < d),
∑i

j=d ujµi−j(R/I) (i ≥ d).

In particular, one has

t · r(R/I) = r(I/Q) = r(R).

Proof. Applying Corollary 4.2.4 to the R/I-module k gives rise to an isomorphism

ExtiR(k,R) ∼=
⊕

j∈Z Ext
i−j
R/I(k,R/I)⊕uj for each integer i. Compaing the k-dimension

of both sides, we get µi(R) =
∑

j∈Z ujµi−j(R/I). Hence we have r(R) = µd(R) =

udµ0(R/I) = t · r(R/I) = r(I/Q), where the last equality comes from the isomorphism

I/Q ∼= (R/I)⊕t (see [30, Lemma 2.3]). Thus all the assertions follow.

The above theorem recovers a result of Goto, Ozeki, Takahashi, Watanabe and

Yoshida.

Corollary 4.2.6. [30, Corollary 2.6(b)] The following are equivalent.

(1) R is Gorenstein.

(2) R/I is Gorenstein and ν(I) = d+ 1.

Proof. Theorem 4.2.5 implies t · r(R/I) = r(R). Hence r(R) = 1 if and only if t =

r(R/I) = 1. This shows the assertion.
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To state our next results, let us recall some notions.

A totally reflexive R-module is by definition a finitely generated reflexive R-module

G such that Ext>0
R (G,R) = 0 = Ext>0

R (HomR(G,R), R). Note that every finitely gen-

erated free R-module is totally reflexive. The Gorenstein dimension (G-dimension for

short) of a finitely generated R-module M , denoted by GdimR M , is defined as the

infimum of integers n ≥ 0 such that there exists an exact sequence

0 → Gn → Gn−1 → · · · → G0 → M → 0

of R-modules with each Gi totally reflexive.

A Noetherian local ring R is called G-regular if every totally reflexive R-module is

free. This is equivalent to saying that the equality GdimR M = pdR M holds for all

finitely generated R-modules M .

Remark 4.2.7. The following local rings are G-regular.

• Regular local rings.

• Non-Gorenstein Cohen–Macaulay local rings with minimal multiplicity.

• Non-Gorenstein almost Gorenstein local rings.

For the proofs, we refer to [71, Proposition 1.8], [5, Examples 3.5] (see also [80, Corollary

2.5]) and [36, Corollary 4.5], respectively.

Suppose that R admits a canonical module KR. We say that R is almost Gorenstein

if there exists an exact sequence

0 → R → KR → C → 0

of R-modules such that C is an Ulrich R-module, i.e., C is a Cohen–Macaulay R-module

(of dimension d− 1) with e0m(C) = νR(C).

Using our Theorem 4.2.3, we establish a characterization of finiteness of the G-

dimension of R/I in terms of the minimal number of generator of I.

Theorem 4.2.8. One has

ν(I) = d+ 1 ⇐⇒ GdimR R/I < ∞.

In particular, if R is G-regular, then ν(I) ≥ d+ 2.
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Proof. As to the first assertion, it suffices to show that t = 1 if and only if R/I has

finite G-dimension as an R-module.

The ‘if’ part: As R/I has depth 0, it has G-dimension d by [13, (1.4.8)], and hence

Ext>d
R (R/I,R) = 0 by [13, (1.2.7)]. It follows from Theorem 4.2.3 that ui = 0 for all

i > d. In particular, we have t2 − 1 = ud+1 = 0, which implies t = 1.

The ‘only if’ part: By Theorem 4.2.3 we have RHomR(R/I,R) ∼= R/I[−d]. It is

observed from this that the homothety morphism R/I → RHomR(RHomR(R/I,R), R)

is an isomorphism. It follows from [13, (2.2.3)] that the R-module R/I has finite G-

dimension.

Thus the first assertion of the theorem follows. As for the second assertion, suppose

that t = 1. Then R/I has finite G-dimension, and so does I by [13, (1.2.9)]. Since

R is G-regular, I has finite projective dimension. As I is an Ulrich ideal, I/I2 is a

free R/I-module. Hence we see from [11, Theorem 2.2.8] that I is generated by an

R-sequence, which contradicts the assumption that I is a non-parameter m-primary

ideal. Therefore we have t ≥ 2, which means ν(I) ≥ d+ 2.

As a consequence of the above theorem, we have a characterization of Gorenstein

local rings.

Corollary 4.2.9. The following are equivalent.

(1) R is Gorenstein.

(2) There is an Ulrich ideal I of R with finite G-dimension such that R/I is Gorenstein.

Proof. (1) ⇒ (2): Any parameter ideal I of R is such an ideal as in the condition (2).

(2) ⇒ (1): It is trivial if I is a parameter ideal, so suppose that I is not so. The

Gorensteinness of R/I implies µ0(R/I) = 1 and µ>0(R/I) = 0, and hence µi(R) = ui

for all i ≥ d by Theorem 4.2.5. Since R/I has finite G-dimension, we have t = 1 by

Theorem 4.2.8, whence ud = 1 and u>d = 0. Thus we get µd(R) = 1 and µ>d(R) = 0,

which shows that R is Gorenstein.

Remark 4.2.10. Corollary 4.2.9 is a special case of [70, Theorem 2.3], which implies

that a (not necessarily Cohen–Macaulay) local ring R is Gorenstein if and only if it

possesses a (not necessarily Ulrich) ideal I of finite G-dimension such that R/I is

Gorenstein.

108



Using our theorems, we observe that the minimal numbers of generators of Ulrich

ideals are constant for certain almost Gorenstein rings.

Corollary 4.2.11. Let R be a non-Gorenstein almost Gorenstein local ring such that

r(R) is a prime number. Then R/I is a Gorenstein ring and ν(I) = r(R) + d.

Proof. It follows from Theorem 4.2.5 that t · r(R/I) = r(R). Since t > 1 by Theorem

4.2.8 and Remark 4.2.7, we must have that r(R/I) = 1 and r(R) = t = ν(I)− d.

Corollary 4.2.12. Let R be a two-dimensional rational singularity. Then ν(I) =

r(R) + 2.

Proof. Because r(R/I) = 1 by [31, Corollary 6.5], the equality follows from Theorem

4.2.5.

The following corollary is another consequence of Theorem 4.2.3. Note that such an

exact sequence as in the corollary exists for every almost Gorenstein ring.

Corollary 4.2.13. Suppose that R admits a canonical module KR, and that there is

an exact sequence 0 → R → KR → C → 0 of R-modules. If ν(I) ≥ d + 2, then

AnnR C ⊆ I.

Proof. We set a = AnnR C and M = SyzdR(R/I). Then M is a maximal Cohen–

Macaulay R-module. Hence Ext>0
R (M,KR) = 0, and in particular there is a surjection

HomR(M,C)! Ext1R(M,R). Since Ext1R(M,R) ∼= Extd+1
R (R/I,R) and t > 1, the ideal

a annihilates R/I by Theorem 4.2.3, whence I contains a.

Now we state the last theorem in this section, whose first assertion is proved by

Kei-ichi Watanabe in the case where R is a numerical semigroup ring over a field and

all ideals considered are monomial.

Theorem 4.2.14. Let R be a non-Gorenstein local ring of dimension d. Assume that

R is almost Gorenstein, that is, there exists an exact sequence 0 → R → KR → C → 0

such that C is Ulrich.

(1) If d = 1, then I = m.

(2) Suppose that k is infinite. If mC = IC, then I = m.
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Proof. (1) As C ̸= 0 = mC, we have ν(I) ≥ d+ 2 by Theorem 4.2.8 and Remark 4.2.7.

Hence I = m by Corollary 4.2.13.

(2) We may assume by (1) that d > 1 and that our assertion holds true for d − 1.

We set a = AnnR C and S = R/a. Then mS is integral over IS, because mC = IC.

Therefore, without loss of generality, we may assume that a = a1 (a part of a minimal

basis of a reduction Q = (a1, a2, . . . , ad) of I) is a superficial element of C with respect

to m. Let R = R/(a), I = I/(a), and C = C/aC. Then R is a non-Gorenstein

almost Gorenstein ring, C is an Ulrich R-module, and we have an exact sequence

0 → R → KR → C → 0 of R-modules ([36, Proof of Theorem 3.7 (2)]), because

KR
∼= KR/aKR ([43, Korollar 6.3]). Consequently, since mC = IC, we get IR = mR

by the hypothesis of induction, so that I = m.

4.3 The expected core of Ulrich ideals

In this section let (R,m, k) be a d-dimensional Cohen-Macaulay local ring with canonical

module KR. We denote by XR the set of non-parameter Ulrich ideals of R. Let

a =
∑

f∈KR such that 0:Rf=0

[Rf :R KR] ,

which is the expected core of Ulrich ideals in the case where R is an almost Gorenstein

but non-Gorenstein ring. In fact we have the following.

Theorem 4.3.1. Suppose that R is a non-Gorenstein almost Gorenstein local domain.

Then the following assertions hold true.

(1) If I ∈ XR, then a ⊆ I.

(2) Suppose that Rp is a Gorenstein ring for every p ∈ SpecR \ {m}. Then
√
a = m.

(3) Suppose that dimR = 2 and r(R) = 2. If Rp is a Gorenstein ring for every

p ∈ SpecR \ {m}, then XR is a finite set and every I ∈ XR is minimally generated

by four elements.

Proof. (1) For each f ∈ KR such that 0 :R f = 0 we have an exact sequence

0 → R
ϕ−→ KR → C → 0
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with ϕ(1) = f and applying Corollary 4.2.13 to the sequence, we get a ⊆ I by Theorem

4.2.8.

(2) Let p ∈ SpecR \ {m}. Then [KR]p = KRp
∼= Rp, since Rp is a Gorenstein ring.

Choose an element f ∈ KR so that [KR]p = Rp
f
1 . Then 0 :R f = 0 and Rf :R KR ̸⊆ p.

Hence a ̸⊆ p and therefore
√
a = m.

(3) We have an exact sequence

0 → R → KR → C → 0

of R-modules such that C = R/p is a DVR ([36, Corollary 3.10]). Then p ⊆ a by the

definition of a. Since a ̸= p by assertion (2), we have a = p+xnR for some n > 0 where

x ∈ m such that m = p + (x). Let I ∈ XR. Then because a ⊆ I by assertion (1), we

get I = p+ xℓR with 1 ≤ ℓ ≤ n. Hence the set XR is finite. By Corollary 4.2.11 every

I ∈ XR is minimally generated by four elements.

Corollary 4.3.2. Let R be a two-dimensional normal local ring. Assume that R is a

non-Gorenstein almost Gorenstein ring with r(R) = 2. Then XR is a finite set and

every I ∈ XR is minimally generated by four elements.

Remark 4.3.3. We know no examples of non-Gorenstein almost Greenstein local rings

in which Ulrich ideals do not possess a common number of generators.

We explore a few examples. Let S = k[X, Y, Z,W ] be the polynomial ring over

a field k. Let n ≥ 1 be an integer and consider the matrix M = (Xn Y Z
Y Z W ). We set

T = S/I2(M) where I2(M) denotes the ideal of S generated by two by two minors of

M. Let x, y, z, w denote the images of X, Y, Z,W in T respectively. We set R = TM ,

where M = (x, y, z, w)T .

Theorem 4.3.4. We have the following.

(1) R is a non-Gorenstein almost Gorenstein local integral domain with r(R) = 2.

(2) XR = {(xℓ, y, z, w)R | 1 ≤ ℓ ≤ n}.

(3) R is a normal ring if and only if n = 1.

Proof. We regard S as a Z-graded ring so that degX = 1, deg Y = n+1, degZ = n+2,

and degW = n+ 3. Then T ∼= k[s, snt, snt2, snt3] where s, t are indeterminates over k.
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Hence T is an integral domain, and T is a normal ring if and only if n = 1. The graded

canonical module KT of T has the presentation of the form

S(−(n+3))⊕S(−(n+4))⊕S(−(n+5))
(X

n Y Z
Y Z W )

−−−−−−−→ S(−3)⊕S(−2)
ε−→ KR → 0. (4.1)

Since

KT/T ·ε(e1) ∼= [S/(Y, Z,W )](−2) and KT/T ·ε(e2) ∼= [S/(Xn, Y, Z)](−3)

where e1, e2 is the standard basis of S(−3) ⊕ S(−2), R is an almost Gorenstein local

ring with r(R) = 2. By Theorem 4.3.1 (1) every I ∈ XR contains (xn, y, z, w)R, so that

I = (xℓ, y, z, w)R with 1 ≤ ℓ ≤ n. It is straightforward to check that (xℓ, y, z, w)R is

actually an Ulrich ideal of R for every 1 ≤ ℓ ≤ n.

Let k be a field and let T = k[Xn, Xn−1Y, . . . , XY n−1, Y n] be the Veronesean subring

of the polynomial ring S = k[X, Y ] of degree n ≥ 3. Let R = TM and m = MTM ,

where M denotes the graded maximal ideal of T . Then R is a non-Gorenstein almost

Gorenstein normal local ring ([36, Example 10.8]) and we have the following. Let us

note a brief proof in our context.

Example 4.3.5 (cf. [31, Example 7.3]). XR = {m}.

Proof. Since M2 = (Xn, Y n)M , we have m ∈ XR. Because

KR = (Xn−1Y,Xn−2Y 2, . . . , X2Y n−2, XY n−1)R,

it is direct to check that M ⊆
∑n−1

i=1 [R·X iY n−i :R KR] . Hence XR = {m} by Theorem

4.3.1 (1).

Let S = k[[X, Y, Z]] be the formal power series ring over an infinite field k. We

choose an element f ∈ (X, Y, Z)2 \ (X, Y, Z)3 and set R = S/(f). Then R is a two-

dimensional Cohen–Macaulay local ring of multiplicity 2. Let m denote the maximal

ideal of R and consider the Rees algebra R = R(mℓ) of mℓ with ℓ ≥ 1. Hence

R = R[mℓ·t] ⊆ R[t]

where t is an indeterminate overR. LetM = m+R+ and set A = RM, n = MRM. Then

A is not a Gorenstein ring but almost Gorenstein ([34, Example 2.4]). We furthermore

have the following.
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Theorem 4.3.6. XA = {n}.

Proof. We have m2 = (a, b)m with a, b ∈ m. Let Q = (a, b − aℓt, bℓt). Then Q ⊆ M

and M2 = QM, so that n ∈ XA. Conversely, let J ∈ XA and set K = J ∩R. We put

I = mℓ and choose elements x1, x2, . . . , xq ∈ I (q := ν(I) = 2ℓ + 1) so that the ideal

(xi, xj) of R is a reduction of I for each pair (i, j) with 1 ≤ i < j ≤ q. (Hence xi, xj

form a super-regular sequence with respect to I, because grI(R) =
⊕

n≥0 I
n/In+1 is a

Cohen–Macaulay ring.) Then

q∑

i=1

[xiR :R IR] ⊆ K

by Corollary 4.2.13, since KR(1) ∼= IR ([34, Proposition 2.1]). We have for each

1 ≤ i ≤ q that

xiR :R IR =
∑

n≥0

(
xiI

n−1
)
tn,

because each pair xi, xj (i ̸= j) forms a super-regular sequence with respect to I.

Consequently,

(xi, xit)R ⊆ K for all 1 ≤ i ≤ q.

Thus I+R+ ⊆ K and hence K = b+R+ for some m-primary ideal b of R. Notice that

[K/K2]1 = I/bI is R/b-free, since K/K2 is R/K- free and R/K = [R/K]0 = R/b. We

then have b = m. In fact, let us write m = (a, b, c) so that each two of a, b, c generate a

reduction of m. Set q = (a, b). Then since q is a minimal reduction of m, the elements

{aℓ−ibi}0≤i≤ℓ form a part of a minimal basis, say {aℓ−ibi}0≤i≤ℓ and {ci}1≤i≤ℓ, of I = mℓ.

Let {ei}0≤i≤2ℓ be the standard basis of R⊕(2ℓ+1) and let

ϕ : R⊕(2ℓ+1) =
2ℓ⊕

i=0

Rei → mℓ

be the R-linear map defined by ϕ(ei) = aℓ−ibi for 0 ≤ i ≤ ℓ and ϕ(ei+ℓ) = ci for 1 ≤ i ≤

ℓ. Then setting Z = Kerϕ, we get ξ =

⎡

⎣
b
−a
0
...
0

⎤

⎦ ∈ Z and ξ ̸∈ mZ because ξ ̸∈ m2·R⊕(2ℓ+1).

Hence b,−a ∈ b, because I/bI is R/b-free. We similarly have c,−a ∈ b. Hence b = m,

so that K = m+R+ = M. Thus J = n.
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4.4 A method of constructing Ulrich ideals with dif-
ferent number of generators

This section purposes to show that in general the numbers of generators of Ulrich ideals

are not necessarily constant. To begin with, we note the following.

Lemma 4.4.1. Let ϕ : (A, n) → (R,m) be a flat local homomorphism of Cohen–

Macaulay local rings of the same dimension. Let q be a parameter ideal of A and

assume that n2 = qn. Then J = nR is an Ulrich ideal of R.

Proof. We set Q = qR. Then

J/Q ∼= R⊗A (n/q) ∼= R⊗A (A/n)⊕t

where t = v(A)− dimA ≥ 0. Hence J is an Ulrich ideal of R, as J2 = QJ .

When dimR = 0 and R contains a field, every Ulrich ideal of R is obtained as in

Lemma 4.4.1.

Proposition 4.4.2. Let (R,m) be an Artinian local ring which contains a coefficient

filed k. Let I = (x1, x2, . . . , xn) (n = ν(I)) be an Ulrich ideal of R. We set A =

k[x1, x2, . . . , xn] ⊆ R and n = (x1, x2, . . . , xn)A. Then n is the maximal ideal of A,

I = nR, and R is a finitely generated free A-module.

Proof. Let r = dimk R/I. Hence r = νA(R), as I = nR. Let ϕ : A⊕r → R be an

epimorphism of A-modules. Then (A/n)⊗A ϕ : (A/n)⊕r → R/I is an isomorphism, so

that the induced epimorphism φ : n⊕r → I must be an isomorphism, because dimk n⊕r =

nr (remember that νA(n) = n) and dimk I = dimk(R/I)⊕n = nr. Hence ϕ : A⊕r → R

is an isomorphism.

When dimR > 0, the situation is more complicated, as we see in the following.

Example 4.4.3. Let V = k[[t]] be the formal power series ring over a field k and

set R = k[[t4, t5]] in V . Then (t4, t10), (t8, t10) are Ulrich ideals of R. We set A =

k[[t4, t10]] and B = k[[t8, t10, t12, t14]]. Let mA and mB be the maximal ideals of A and

B, respectively. Then A and B are of minimal multiplicity with (t4, t10) = mAR and

(t8, t10) = mBR. Notice that R ∼= A⊕2 as an A-module, while R is not a free B-module.

We actually have rankBR = 2 and νB(R) = 4.
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Let (A, n) be a Noetherian local ring and S = A[X1, X2, . . . , Xℓ] (ℓ > 0) the poly-

nomial ring. We choose elements a1, a2, . . . , aℓ ∈ A and set

c = (X2
i − ai | 1 ≤ i ≤ ℓ) + (XiXj | 1 ≤ i, j ≤ ℓ such that i ̸= j).

We put R = S/c. Then R is a finitely generated free A-module of rankAR = ℓ+ 1. We

get R = A·1 +
∑ℓ

i=1 A·xi, where xi denotes the image of Xi in R. With this notation

we readily get the following. We note a brief proof.

Lemma 4.4.4. Suppose that a1, a2, . . . , aℓ ∈ n. Then R is a local ring with maximal

ideal m = nR + (xi | 1 ≤ i ≤ ℓ).

Proof. Let M ∈ MaxR and 1 ≤ i ≤ ℓ. Then ai ∈ M since ai ∈ n = M ∩ A, while

xi ∈ M since x2
i = ai. Thus nR + (xi | 1 ≤ i ≤ ℓ) ⊆ M . Hence we get the result,

because nR + (xi | 1 ≤ i ≤ ℓ) ∈ MaxR.

The following Theorem 4.4.5 and Lemma 4.4.1 give a simple method of constructing

of Ulrich ideals with different numbers of generators. In fact, suppose that A has

maximal embedding dimension and let q be a parameter ideal of A such that n2 = qn.

Then the ideals I in Theorem 4.4.5 and J in Lemma 4.4.1 are both Ulrich ideals of

R but the numbers of generators are different, if one takes the integer ℓ ≥ 1 so that

ℓ ̸= e0n(A)− 1.

Theorem 4.4.5. Let q be a parameter ideal of A and assume that

(1) A is a Cohen–Macaulay ring of dimension d and

(2) ai ∈ q2 for all 1 ≤ i ≤ ℓ.

Let I = qR + (xi | 1 ≤ i ≤ ℓ). Then I is an Ulrich ideal of R with ν(I) = d+ ℓ.

Proof. We set Q = qR, a = (ai | 1 ≤ i ≤ ℓ), and b = (xi | 1 ≤ i ≤ ℓ). Then Q is

a parameter ideal of R and I = Q + b. Therefore I2 = QI since b2 = a ⊆ q2. We

set m = ℓA(A/q). Hence ℓA(R/I) ≤ m, as R/I is a homomorphic image of A/q. We

consider the epimorphism

(R/I)⊕ℓ
ϕ−→ I/Q → 0
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of R-modules defined by ϕ(ei) = xi for each 1 ≤ i ≤ ℓ, where {ei}1≤i≤ℓ denotes

the standard basis of (R/I)⊕ℓ and xi denotes the image of xi in I/Q. Then ϕ is an

isomorphism, since

ℓA(I/Q) = ℓA(R/Q)− ℓA(R/I) ≥ (ℓ+ 1)m−m = ℓm ≥ ℓA((R/I)⊕ℓ).

Thus I is an Ulrich ideal of R with ν(I) = d+ ℓ.

Example 4.4.6. Let 0 < a1 < a2 < · · · < an (n ≥ 3) be integers such that

gcd(a1, a2, . . . , an) = 1. Let L = ⟨a1, a2, . . . , an⟩ be the numerical semigroup gener-

ated by a1, a2, . . . , an. Then c(L) = an−a1+1, where c(L) denotes the conductor of L.

We set A = k[[tai | 1 ≤ i ≤ n]] (k a field) and assume that v(A) = e0n(A) = n, where n

denotes the maximal ideal of A (hence a1 = n). We choose an odd integer b ∈ L so that

b ≥ an+a1+1 and consider the semigroup ring R = k[[{t2ai}1≤i≤n, tb]] of the numerical

semigroup H = 2L+ ⟨b⟩. Let ϕ : A → R be the homomorphism of k-algebras such that

ϕ(tai) = t2ai for each 1 ≤ i ≤ n. We set f = tb. Then f 2 = ϕ(f) ∈ ϕ(A) but f ̸∈ ϕ(A),

since b ∈ L is odd. Therefore R is a finitely generated free A-module with rankAR = 2

and R = A·1 +A·f . Since f ∈ t2a1A by the choice of the integer b, we get by Theorem

4.4.5 and Lemma 4.4.1 that I = (t2a1 , tb) and J = (t2ai | 1 ≤ i ≤ n) are both Ulrich

ideals of R with ν(I) = 2 and ν(J) = n > 2.
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